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PRELIMINARY PROGRAM 
 

Monday 29 August 2022 
 
10:00-19:00 Registration of the participants  
 
14:30-15:00 Conference opening 
15:00-16:00 PL1: Harald Martens - Human-interpretable Machine Learning with an Eye for 

Causalities: Making sense of modern measurement streams inside and outside 
chemistry 

16:00-16:30 Coffee break & Poster session 
16:30-18:10 Contributed Session I: Big Data and Machine Learning 
16:30-16:50 OL1: Davide Ballabio - Enhancing LC-MS/MS Spectral Searching With Multi-Task 

Neural Networks And Molecular Fingerprints 
16:50-17:10 OL2: Gabriel Vivo-Truyols - On the use of Bayesian statistics for (big) data analysis: 

automation for both qualitative and quantitative chemometrics 
17:10-17:30 OL3: Michael Sorochan Armstrong - Chemometrics with Amazon Web Services (AWS) 
17:30-17:50 OL4: Jeroen Jansen - Process economy, efficiency and sustainability go hand in hand, 

how chemometrics can build a greener industry 
17:50-18:10 OL5: Priyanka Kumari - QSRR for small pharmaceutical compounds in RPLC: A 

Machine learning approach 
18:10-20:10 Welcoming cocktail 

 
Tuesday 30 August 2022 
 
09:00-10:00 PL2: Roy Goodacre - Lessons from large-scale metabolic phenotyping 
10:00-11:00 Contributed Session II: Omics/ASCA and related methods I 
10:00-10:20 OL6: Albert Menéndez Pedriza - Comparison of mid-level fusion strategies for the 

multi-omic analysis of toxicological data 
10:20-10:40 OL7: Andrés Martínez Bilesio - Metabolomics-guided insights on Bariatric Surgery: a 

longitudinal chemometrics approach over 1H NMR spectra from serum samples 
10:40-11:00 OL8: Sarah Malek - Evaluation of mid-infrared spectra of serum and synovial fluid in 

predicting early post-traumatic osteoarthritis in an equine model 
11:00-11:30 Coffee break & Poster session 
11:30-13:10 Contributed Session III: Applications I 
11:30-11:50 OL9: Zuzana Małyjurek - Class-Modelling - Optimization, Validation and Application 
11:50-12:10 OL10: Agnieszka Martyna - Likelihood ratio in forensic discrimination/classification 

tasks 
12:10-12:30 OL11: Martina Foschi - Supervised and Unsupervised Chemometric Methods to deal 

with saffron aging and its Quality Control 
12:30-12:50 OL12: Lorenzo Strani - Real time prediction of ABS properties through multiblock and 

local regression methods 
12:50-13:10 OL13: Sebastian Orth - Spectral imaging - pre-harvest malting barley germination 

classification with sequential orthogonalised multiblock data fusion methodologies  
13:10-14:30 Lunch & Poster session 



 

 
 
14:30-15:00 KN1: Mathias Sawall - On the ambiguity underlying the spectral recovery problem 

and its analysis by the area of feasible solutions  
15:00-16:00 Contributed Session IV: Theory & algorithms I 
15:00-15:20 OL14: Sergey Kucheryavskiy - Procrustes cross-validation of multivariate regression 

models 
15:20-15:40 OL15: Stephan Seifert - Opening the random forest black box with Surrogate Minimal 

Depth 
15:40-16:00 OL16: Oxana Rodionova - Expansion of the DD-SIMCA concept 
16:00-16:30 Coffee break & Poster session 
16:30-18:10 Contributed Session V: Multi-block/Multi-way/Multi-set I 
16:30-16:50 OL17: Paul-Albert Schneide - Speeding up PARAFAC2 dramatically 
16:50-17:10 OL18: Isabelle Viegas - Coupled factorization of fluorescence data of proteins and 

quantum dots to assess their conjugation process 
17:10-17:30 OL19: Oksana Mykhalevych - New tools for designing food ingredients structures 
17:30-17:50 OL20: Maria Cairoli - Monitoring pollution pathways in river water by predictive path 

modelling using untargeted GC-MS measurements 
17:50-18:10 OL21: Ivan Krylov - Fluorescence and scattering model estimation 

 
Wednesday 31 August 2022 
 
09:00-10:00 PL3: Ingrid Måge - Industrial bioprocessing – an amusement park for 

chemometricians and analytical chemists 
10:00-11:00 Contributed Session VI: Multi-block/Multi-way/Multi-set II 
10:00-10:20 OL22: Jean-Michel Roger - N-CovSel, a new strategy for feature selection in N-way 

data 
10:20-10:40 OL23: Mahdiyeh Ghaffari - Using Multi-Block Non-Negative Matrix Factorization for 

Multi-layer Plastic Sorting 
10:40-11:00 OL24: Paul Gemperline - Combining ASCA and Tucker3 models to explain high-

dimensional data 
11:00-11:30 Coffee break & Poster session 
11:30-13:10 Contributed Session VII: Applications II 
11:30-11:50 OL25: Sabina Licen - Data fusion based on self-organizing map algorithm for the 

integration of different source/frequency instrumental data and spot sampling 
contextualization for environmental monitoring 

11:50-12:10 OL26: Vicky Caponigro - Application of different chemometric approaches for MALDI-
MSI data set of heterogeneous tissues. Case study: parotid tumour 

12:10-12:30 OL27: Ewa Szymanska - Comprehensive chemometric strategy for the high-
throughput screening of in-line spectroscopic sensors for milk composition traits 

12:30-12:50 OL28: Maxime Ryckewaert - Combining hyperspectral imaging data with climate data 
to predict physiological variables of grapevine plants 

12:50-13:10 OL29: Eleni Ioannidi - Using ATR FT-IR and MCR as a method to understand the crystal 
state of chocolates tempered under different conditions 

13:10-14:30 Lunch & Poster session 



 

 
 
14:30-15:00 KN2: Hadi Parastar - Integration of handheld spectrometers and chemometrics for 

food authentication 
15:00-16:00 Contributed Session VIII: Spectroscopy & Imaging I 
15:00-15:20 OL30: Cristina Malegori - HSI-NIR and chemometrics for the quantification of collagen 

in bones: how chemical mapping can help in preserving archeological finds 
15:20-15:40 OL31: Manuela Mancini - Spectroscopy and chemometrics for sorting waste wood 

material according to the best-suited application 
15:40-20:30 Social activity (tours will start from the agreed meeting points at 17:00) 

 
Thursday 1 September 2022 
 
09:00-10:00 PL4: Romà Tauler - Bilinear model factor decomposition: a general mixture 

analysis tool 
10:00-11:00 Contributed Session IX: Curve Resolution  
10:00-10:20 OL32: Martina Beese - An active constraint approach to identify essential spectral 

information in noisy data 
10:20-10:40 OL33: Laureen Coic - A phasor view of Multivariate Curve Resolution 
10:40-11:00 OL34: Anna De Juan - Trilinearity in Multivariate Curve Resolution: hybrid modeling 

and missing data 
11:00-11:30 Coffee break & Poster session 
11:30-13:10 Contributed Session X: Spectroscopy & Imaging II 
11:30-11:50 OL35: Florent Abdelghafour - Combining spectral and spatial features extracted from 

hyperspectral images: Application on the detection of scab disease 
11:50-12:10 OL36: Rodrigo Rocha de Oliveira - 2-D wavelet image decomposition and Multivariate 

Statistical Process Control for blending end-point detection 
12:10-12:30 OL37: Valeria Tafintseva - Modelling and preprocessing of sparse infrared spectra 
12:30-12:50 OL38: Nicola Cavallini - Tracing the identity of mountain product Parmigiano 

Reggiano PDO cheese using 1H-NMR spectroscopy and multivariate data analysis 
12:50-13:10 OL39: Paolo Oliveri - A combined chemometric strategy for a non-destructive age 

estimation of biological fluid stains 
13:10-14:30 Lunch & Poster session 
14:30-15:00 KN3: Maria Cruz Ortiz - Analytical Quality by Design using a computational 

approach for the inversion of a PLS model 
15:00-16:00 Contributed Session XI: Omics/ASCA and related methods II 
15:00-15:20 OL40: Miguel De Figuereido - Rebalanced ASCA (RASCA) to handle unbalanced 

multifactorial designs 
15:20-15:40 OL41: Michel Thiel - LMWiRe: an R package for Linear Modeling of Wide Responses 

based on ASCA family of methods 
15:40-16:00 OL42: Claudia Beleites - An Experimental Design Perspective on Cross-Validation 
16:00-16:30 Coffee break & Poster session 
16:30-17:50 Contributed Session XII: Spectroscopy & Imaging III 
16:30-16:50 OL43: Siewert Hugelier - Quantifying the Tau protein aggregation degradation 

process by classification of super-resolution fluorescence microscopy localizations 
16:50-17:10 OL44: Erik Tengstrand - Calibration transfer of Near-Infrared and Raman models 

without using transfer samples 



 

17:10-17:30 OL45: Alisa Rudnitskaya - Characterization of microplastics from marine organisms 
using near infrared hyperspectral imaging 

17:30-17:50 OL46: Jose Luis Aleixandre-Tudo - Spectral evaluation of fresh grapevine organs using 
self-organizing maps (SOM) 

17:50-18:30 Awards Ceremony (Elsevier Chemometrics and Intelligent Laboratory Systems 
Award & Lifetime Achiement Award) 

20:15-01:00 Social dinner 
 

 
Friday 2 September 2022 
 
09:00-11:00 Contributed Session XIII: Theory & algorithms II 
09:00-09:20 OL47: Nematollah Omidikia - Infrared Ion Spectroscopy Peak Matching using Peak 

Annotation Technique 
09:20-09:40 OL48: Sergio Oller Moreno - Peak matching across Gas Chromatography-Ion Mobility 

Spectrometry samples 
09:40-10:00 OL49: Wouter Saeys - Multivariate monitoring and update strategies for calibration 

models 
10:00-10:20 OL50: Sean Rozinski - What's UMAP Doing Anyway? 
10:20-10:40 OL51: Ramin Nikzad-Langerodi - Does it Transfer? Assessing model generalization in 

domain adaptation with data fusion 
10:40-11:00 OL52: Benjamin Mahieu - New developments around the VIP index 
11:00-11:30 Coffee break & Poster session 
11:30-12:50 Contributed Session XIV: Applications III 
11:30-11:50 OL53: Dmitry Kirsanov - Chemometrics in spent nuclear fuel reprocessing 
11:50-12:10 OL54: Joscha Christmann - Monitoring of fermentation processes by gas 

chromatography-ion mobility spectrometry (GC-IMS) 
12:10-12:30 OL55: Martín Bravo - Development of an analytical platform for the identification of 

Fusarium circinatum in culture media, using VIS-NIR spectroscopy and chemometric 
methods 

12:30-12:50 OL56: Tim Offermans - Retrospective Quality by Design r(QbD) using Historical 
Process Data and Design of Experiments 

12:50-13:30 Conference Closing 



 

POSTER LIST 
 

P1:  Fernanda Honorato - Authenticity of almond flour using handheld near infrared instruments 
and one class classifiers  

P2:  Florent Abdelghafour - Unsupervised calibration transfer between spectrometer and 
hyperspectral camera: challenge proposed at the congress “Chimiométrie 2022” 

P3:  Riccardo Aigotti - Odor concentration predictive model based on the odor activities of 
odorants produced by a municipal solid waste odor abatement scrubber 

P4:  Ricard Boqué - ATR-MIR and MCR-ALS as a tool for monitoring wine alcoholic fermentation 
and detecting bacterial spoilage 

P5: Ricard Boqué - Prediction of beer shelf life using an HS-MS e-nose 
P6:  Nicola Cavallini - The NIR side of lentil 
P7:  Alessandro D'Alessandro - Exploiting pesto sauce by several analytical platforms: looking for 

most efficient information extraction and data fusion approach 
P8:  Tiziana Forleo - Application of chemometric approaches to answer some archeological 

questions for the study of the Apulian Red-Figure Pottery 
P9:  Gianmarco Gabrieli - Leveraging an integrated sensor array and machine learning to 

accelerate sensory evalution of coffee 
P10: Barbara Giussani - Insights into multivariate data analysis for real-case fermentation process 

with miniaturized NIR spectroscopy 
P11: Klaudia Glowacz - Identification of metal ions with the use of quantum dots coupled with 

excitation-emission matrix fluorescence spectroscopy 
P12: Jule Hansen - Evaluation of preprocessing strategies for LCMS data using R 
P13: Christel Kamp - Spectral identification of therapeutic allergen products 
P14: Nicholas Kassouf - Comparison between colloidal and volatile profiles to create a 

chemometric model to classify different tomato sauce brands 
P15: Nicholas Kassouf - Multivariate analysis of colloidal and volatile profiles for class-modeling 

of different tomato sauce brands 
P16: Victor Cardoso - A comparison between artificial neural networks and partial least squares 

for coffee assessment by high-resolution mass spectrometry 
P17: Erwin Kupczyk - Benchmarking Machine Learning approaches for hit detection in High-

Content Screening 
P18: Qicheng Wu - Robust quantitative analysis in Laser-Induced Breakdown Spectroscopy (LIBS) 

using artificial neural networks 
P19: Miguel De Figueiredo - Analyzing multifactorial designed data from multiple sources with a 

single model using AComDim 
P20: Giulia Gorla - Investigating sources of variance in miniaturized NIR spetroscopy: find clues 

and solve the riddle 
P21: Luis A. Sarabia - Logical analysis of the sample pooling results for qualitative analytical 

testing: a proof-of-concept study 
P22: Daniel Schorn-García - Acetic or lactic bacteria contamination? ASCA has the answer 
P23: María Julia Culzoni - A fluorometric photo-induced four-way calibration method for the 

determination of multiclass pesticides in citrus fruits 
P24: María Julia Culzoni - Chemometrically assisted high-throughput methotrexate sensing 

strategy based on a pH-switchable optical nanosensor 
P25: Hector Goicoechea - Multiway data modeling for enhancing classification performance: 

fluorescence data as case of study 



 

P26: Andrés Martínez Bilesio - Data fusion approach applied in chemometrics-assisted 
metabolomics analysis 

P27: Nicola Cavallini - Mapping Chemometrics with Chemometrics 
P28: Isabelle Viegas - Joint factorization of right-angle and front-face fluorescence data to 

improve PARAFAC pure profiles recovered from oil-in-water emulsions 
P29: Marc Marín García - Multivariate Curve Resolution of incomplete and partly multilinear 

multi-block data sets 
P30: Tobias Karakach - Low signal intensity, measurement errors and biological significance: a 

model for LC-MS proteomics 
P31: Reza Nafari - Quantitative evaluation of red meats in kebab loghmeh samples: fourier 

transform infrared data and chemometric methods 
P32: Justine Raeber - Fast and Convenient Authenticity Control of Natural Products using Mass 

Spectrometry and Chemometrics 
P33: Anastasiia Surkova - Aquaphotomics study of body fluids in cancer research 
P34: Soeren Wenck - Opening the Random Forest Black Box of the Asparagus Metabolome 
P35: Elianna Castillo - Relationship between cadmium availability and soil properties in cacao 

farms at Santander – Colombia 
P36: Abdelaziz Ait Sidi Mou - Application of multivariate data analysis coupled with spectroscopy 

to agroalimentaire investigation in Morocco: advancement and challenge 
P37: Matthias Rüdt - Chemometrics – a chemometric Python package 
P38: Rustam Guliev - Structuring and generalizing implementations of N-FINDR algorithm for 

unmixing hyperspectral data 
P39: Erik Johansson - Variable removal by logical blocks in OPLS predictions 
P40: John Kalivas - Rashomon effect and model interpretabiltiy: is it possible? 
P41: Lyle Lawrence - Diagnostic Plots to Aid Final Model Selection 
P42: Mansuk Oh - Bayesian Multivariate Receptor Modeling Software: BNFA and bayesMRM 
P43: Maria Sagrario Sánchez - Compliant class-models based on PLS2 to handle several categories 

encoded with error correcting output codes 
P44: Patrícia Valderrama - Are we there yet? efficient exploration and visualization of multivariate 

data with SCORXPLOR 
P45: Macarena Rojas - Chemical variation of sugar beet subjected to long-term storage by Vis-NIR 

spectroscopy, Hyperspectral Imaging and chemometric methods 
P46: Francesco Savorani - The NMR side of lentil: protein extraction and hydrolyzation, and a bit 

of data fusion 
P47: Marek Sikorski - Explorative study of strawberry juice from various fruit varieties using 

absorbance-transmission and fluorescence excitation-emission matrix technique 
P48: Sin Yong Teng - Chemsy: Simultaneous feature selection, pre-processing search, model 

selection, and hyper-parameter optimization in Python 
P49: Sonia Nieto Ortega - Reliable determination of the lipidic profile of oils extracted from fish 

by-products through near infrared spectroscopy and chemometrics 
P50: Claudete Pereira - A multivariate approach to quantify the enhancement effect on surface-

enhanced spectroscopies 
P51: Beatriz Quintanilla-Casas - Virgin olive oil excitation-emission matrices: exploring their 

usefulness to predict taste attributes 
P52: Antonino Restivo - Multivariate Data Analysis and PAT in vaccines development: enabling 

multiple components quantification in complex formulations 



 

P53: Elisa Robotti - Optimization of the parameters of a continuous annealing process in a steel 
producing company by multivariate statistics and Artificial Neural Networks 

P54: Laura Rolinger - Blend uniformity design space development and verification by PAT for 
minibatch blending 

P55: Carolina Silva - Application of class-modelling approaches for botanical and geographical 
origins of honey samples based on mineral content 

P56: Giacomo Squeo - Application of DoE and multivariate analysis for TXRF method development 
and data analysis. A case-study from the agri-food sector. 

P57: Mauro Tomassetti - A new survey for multicomponent analysis to solve problems linked to 
nano-compounds (case study) 

P58: Berta Torres - Discriminant classification models applied to hazelnut unsaponifiable 
fingerprint for geographical and varietal authentication 

P59:  Patrícia Valderrama - Multivariate control chart based on PCA/Q residuals to evaluate 
Salmonella in meat-bone flour 

P60: Helene Halberg - Fluorescence spectroscopy of wine, a complex food system 
P61: Daniele Tanzilli - IMAGINE NIR to monitor Pesto sauce industrial production 
P62: Lucas F. Voges - Genotyping and statistical analysis of marzipan with DMAS-PCR 
P63: Andrea Junior Carnoli - Alternative approaches to untargeted LC/GC-MS data analysis 
P64: Cannon Giglio - Analysis of Pinot Noir Wines Using UV-Vis Spectroscopy 
P65: Milan Chhaganlal - Evaluation of the accuracy of NMR predictors for the prediction of fatty 

acid spectra 
P66: Mohamad Ahmad - An IDEL perspective on handling spatial correlation in hyperspectral 

imaging 
P67: Juan Araya - Identification of spectral patterns associated to different aggregation states of 

beta amyloid peptide in hyperspectral images through chemometric analysis 
P68: Juan Araya - Supervised pattern recognition using near infrared spectrum of serum for 

diagnosis of gestational diabetes mellitus 
P69: Issam Barra - Soil spectroscopy: use of chemometrics for fine-tuning spectra acquisition- case 

of scans number optimization 
P70: Katharina Beier - Classification of Horsetails using Machine Learning Methods on NIR Spectra 
P71: Irati Berasarte - Time-based colorimetric method for the simultaneous determination of 

calcium and magnesium ions with silver nanoparticles 
P72: Hooriyeh Borhani - Investigation of an innovative method for classifying nanostructures 

based on time series analysis and fuzzy logic in microscopic images 
P73: Ewa Sikorska - Multivariate models for prediction quality parametrs of berry beverages using 

FTIR-ATR spectroscopy 
P74: Jokin Ezenarro - Olive ripening assessment methodologies using digital image analysis 
P75: Davide Gattabria - An exploratory study on monitoring tomato plant growth by near infrared 

portable devices 
P76: Hector Goicoechea - Chemometric approaches to enhance the potential of new IR 

spectroscopic technologies 
P77: Hector Goicoechea - Feasibility of MCR-ALS to exploit the second-order advantage with first-

order and non-bilinear second-order data. a systematic characterization 
P78: Ivan Krylov - Approximation of Martian rock emission spectra by multiparametric 

optimization 



 

P79: Saeedeh Mohammadi Tanouraghaj - An assessment of the potential of different vibrational 
spectroscopic techniques in classification of various types of liquid milk by using multivariate 
chemometric methods 

P80: Arsenio Muñoz De La Peña - Discriminant analysis of three and four-way fluorescence data 
for classification issues 

P81: Alessandra Olarini - Hyperspectral imaging data: clustering or spectral unmixing? 
P82: Nicholas Pedge - Update of Transmission Raman Spectroscopy Calibration Models using 

Dynamic Orthogonal Projection (DOP) 
P83: Jordi Riu - Classification of bitter and sweet almonds using NIR miniaturized instruments 
P84: Mohamad Ahmad - A solution based on sample weighting to the leverage problem in 

Multivariate Curve Resolution-Alternating Least Squares 
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coating baths by UV-VIS 
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for the identification of adulterations in brown sugars 
P88: Adrián Gómez-Sánchez - Unmixing exponential signals by Kernelizing 
P89: Jan Hellwig - Multi-Layer modeling of time series of NMR spectra 
P90: Nunzia Iaccarino - Exploring the dynamic equilibria of non-canonical DNA structures by 

Multivariate Curve Resolution and 2D correlation spectroscopy 
P91: Paulo Henrique Março - Pseudo-univariate calibration through MCR-ALS applied to 
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P95: Carlos Pérez López - The potential of the ROIMCR methodology for sewage water sample 
characterization in environmental proteomics 

P96:  Eugenio Sandrucci - Monitoring the State of Health (SOH) of green batteries (GreenBat) 
P97:  Claudia Scappaticci – SIMCA framework for multi-block class modeling 
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USEFUL INFORMATION 
 

All the conference activities (except for the social program) will take place in the Cannizzaro Building 
(CU014) of the Chemistry Department of Sapienza University of Rome, which is located in the main 
University campus (main entrance is in Piazzale Aldo Moro 5). You can see how to access the 
Cannizzaro building from the main entrance in the map below: 

 
 

The main lecture hall is Aula La Ginestra, which is located on the first floor of the building (signs will 
guide you through the access), while the poster boards will be mounted in the space outside the 
main entrance of the Chemistry building, where coffee breaks and lunches will also be served.  
 
Registration 
The registration desk is located in the main entrance hall of the Chemistry building and will be open 
throughout the conference.  
A cash point is available next to the registration desk for on-site registrations, refunds and/or 
purchase of optional tours and additional conference dinner tickets.  
When signing in at the registration desk, you will receive your conference badge and a conference 
bag with the conference material. Please make sure to wear your badge at all times while attending 
the conference.  
 
Instructions for speakers 
Presenting authors are encouraged to upload their presentations (directly on the computer located 
in Aula La Ginestra) as early as possible and, anyway, not later than the coffee break/lunch interval 
before their session.  
 
Virtual Special Issue 
Analytica Chimica Acta and Chemometrics and Intelligent Laboratory Systems journals are asking 
for the submission of review and research papers to the virtual special issue (VSI) dedicated to the 
subject: Chemometrics: Intelligent data analysis for Analytical Chemistry. 
Accepted papers will be considered for publication in either one of the two journals. Details about 
the submission procedure to this VSI will be sent to all CAC2022 participants just after the 
conference has finished. 
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PL1

 

HUMAN-INTERPRETABLE MACHINE LEARNING WITH AN EYE FOR CAUSALITIES: 
Making sense of modern measurement streams inside and outside chemistry 

H. Martens  
Dept. Engineering Cybernetics, Norwegian U. of Science and Technology NTNU, Trondheim Norway / 

Idletechs AS (www.idletechs.com) / NatMat AS (motto: “Nature first, then Mathematics”); 
harald.martens@idletechs.com 

To what extent can our ways of working in the field of chemometrics improve on today’s popular, 
flexible and powerful but demanding, dangerous and alienating black box AI / deep learning? And 
what will tomorrow’s measuring devices look like?  
Personally, I think the chemometric culture have some good thought models and tools that are great 
for  Explainable  AI  for  high-dimensional  technical  Big  Data,  inside  and  outside  chemistry.  And  I 
believe that multichannel “video-camera” systems of various sorts will become smaller and cheaper. 
They generate multichannel spatiotemporal streams of Quantitative Big Data, well suited for our 
pragmatic and relatively simple data modelling in chemometrics. 
In  this  lecture  I  shall  demonstrate  how  such  relative  precise,  but  overwhelming,  non-selective 
Quantitative  Big  Data  may  be  converted  into  compact  streams  of  useful  and  understandable 
quantifications of various kinds. This extraction of interpretable information is based on multivariate 
hybrid  modelling,  using  methods  and  tools  developed  in  chemometrics,  cybernetics  and  other 
pragmatic cultures of applied data analysis, and involves also the use of domain-specific knowledge. 
It is no surprise that good technical measurements are useful – after all, the variations in such data 
reflect the laws of nature, whether we understand them or not. But in “machine learning” it is not 
cost-effective  to  rely  ONLY  on  empirical  training  data,  ignoring  what  is  known  already.  For  that 
requires  ALL  potentially  important  variation  types  to  be  spanned  empirically.  It  is  e.g.  unwise  to 
demand that the measurements should involve highly toxic constituents whose spectra are already 
well  known,  or  near-to  explosive  states  whose  reactions  are  already  well  modelled.  Our  low-
dimensional hybrid modelling gives a knowledge-based, rational but open-ended and interpretable 
bridge between incomplete mechanistic models in traditional academia and overly complex neural 
nets in Deep Learning from computer science. 
In this lecture, chemometric ideas and methods will be applied to streams of Quantitative Big Data 
from  spatiotemporal  “video”  cameras.  This  is  done  within  a  hybrid  modelling  framework  that 
combines knowledge-driven and data-driven subspace modelling. The goal is to provide ”Human-
interpretable Machine Learning with an Eye for Causalities”: Modelbased preprocessing (EMSC) 
involving known spectra and/or multivariate metamodeling will be used to resolve various known 
chemical and physical phenomena. Unknown variation patterns are discovered by PCA etc. Image 
analysis, e.g. IDLE-modelling, will reveal the spatial shape and motion of these known and unknown 
phenomena. And time series analysis will detect and describe the kinetics of how these phenomena 
change in level and shape relative to the camera. 

 
Figure 1 – A hybrid chemometric approach to Interpretable Machine Learning for multi-channel measurements 

The lecture will illustrate this with two instrument types:  
• Vis/NIR hyperspectral “video” to monitor the complex process of drying wood, identifying changes 
in water state, light scattering and physical shrinkage.  
• Thermal video to monitor technical machinery, inferring that is going on inside the machinery. 
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Metabolomics is a growing discipline that allows the analysis of the thousands of structural 
different  small  molecules  found  within  a  biological  system.  These  metabolites  can  be  measured 
using a variety of different analytical approaches and we have developed gas chromatography mass 
spectrometry  (GC-MS)  and  liquid  chromatography  mass  spectrometry  (LC-MS)  for  this  purpose 
[https://doi.org/10.1038/nprot.2011.335].  

I shall provide an overview of metabolomics and lessons learnt from of our large-scale human 
serum metabolome project where we profiled 1200 healthy individuals 
[https://doi.org/10.1007/s11306-014-0707-1].  Using  these  protocols  we  then  went  on  to  profile 
another  ~1200  ageing  individuals  and  identified  key  metabolic  dysregulation  which  were  drivers 
behind human frailty, which were validated in a further ~760 ageing individuals 
[https://doi.org/10.1038/s41467-019-12716-2]. 

. 
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INDUSTRIAL BIOPROCESSING – AN AMUSEMENT PARK FORCHEMOMETRICIANS 
AND ANALYTICAL CHEMISTS 

I. Måge  
NOFIMA, Ås, Norway 

Ingrid.Mage@nofima.no 
 

The food industry invests heavily in bioprocesses that can transform by-products from meat 
and fish, such as carcasses, heads, and skin, into nutritionally valuable proteins. One such process 
is  enzymatic  protein  hydrolysis,  where  enzymes  break  down  proteins  into  smaller  peptides  and 
amino acids. The resulting protein ingredients have a range of potential applications, from feed to 
food ingredients, nutraceuticals, and even pharmaceuticals. 

There are several challenges on the way from by-products to commercially viable products, 
related  to  raw  material  and  product  characterization,  process  and  product  optimization,  and 
consumer acceptance and marketing. My colleagues and I have worked closely with this industry for 
more than ten years, and it has turned out to be an “amusement park” for us with a wide selection 
of  scientific  rides  and  attractions.  In  this  talk  I  will  present  a  selection  of  these,  showing  how 
chemometrics and analytical chemistry is the key to solving real industrial challenges. 
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Bilinear model factor decomposition: a general mixture analysis tool  
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Mixture analysis is a very general and ubiquitous problem encountered in many research areas 
and applied fields, and its solution has been addressed within different frameworks. The goal of 
mixture analysis is to translate the measured raw data into physico-chemically meaningful profiles 
from their unknown sources combined in an undetermined way. In many circumstances a possible 
way to solve this very general problem is by means of a bilinear model factor decomposition of a 
data table (or data matrix) having the experimentally measured multivariate data under a set of 
conditions and constraints. This situation is frequently encountered in Analytical Chemistry, where 
the  measured  mixture  signals  should  be  detangled  in  their  chemical  constituents  to  know  their 
identity, composition and apportion, and often also with the goal of their chemical interpretation. 
Different bilinear factor decomposition strategies have been proposed such as Multivariate Curve 
Resolution Alternating Least Squares (MCR-ALS, [1]), Non-Negative Factor Decomposition [NMF, 
[2]),  Positive  Factor  Decomposition  (PMF  [3]),  and  Bayesian  Non-Negative  Factor  Analysis 
(BNFA [4]). These methods use different type of optimization algorithms to generate the solutions 
of  the  mixture  analysis  parameters  of  the  bilinear  model  and  differ  also  in  the  constraints 
implementation. This is an essential aspect to reduce the uncertainties associated with the bilinear 
model decomposition. Although these decomposition algorithms have been frequently addressed 
in  the  literature  in  different  contexts,  there  is  little  knowledge  about  their  comparison.  This 
comparison  should  consider  different  aspects,  such  as  the  speed  of  the  calculations  and  the 
convergence of the algorithms, the initialization effect, the flexibility in the constraints 
implementation, and the easiness of results interpretation, including the possibility to estimate the 
uncertainties  associated  to  them.  In  this  work,  these  different  algorithms  will  be  compared  and 
tested using different data examples related with environmental source apportionment studies and 
with chromatographic analysis of chemical mixtures.  
 
References 
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ON THE AMBIGUITY UNDERLYING THE SPECTRAL RECOVERY PROBLEM 
AND ITS ANALYSIS BY THE AREA OF FEASIBLE SOLUTIONS 

M. Sawall  1  
1University of Rostock, Rostock, Germany

mathias.sawall@uni-rostock.de

Spectral recovery is a blind source separation problem. Observing a chemical reaction system or a
dynamic multi component system with modern spectrometers usually results in a large number of
high-resolution spectra containing overlapping signals of all absorbing species. Multivariate curve
resolution (MCR) techniques can help to uncover the pure component information from the series
of multicomponent spectral data.  According to  the Lambert-Beer law, the data matrix  can  be
factorized into  matrices of pure component spectra and their associated concentration profiles.
Typically there is not only one factorization, but a continuum. Potentially pure component profiles
can be represented by the area of feasible solutions (AFS) in a low-dimensional manner in U- resp.
V-space.

The talk focuses on the analysis of the ambiguity of factorizations as well as the concepts of the
low-dimensional representations  of profiles and the AFS.  Inner and outer polytopes and their
limiting character  are discussed.  We introduce  duality relations between  points in U-space and
hyperplanes in V-space and vice versa. Special attention is on the handling of experimental data.
For noisy data at least one restriction of the nonnegative factorization problem must be weakened
to allow meaningful results. This means that either the data is no longer reconstructable as error-
free as possible or the profiles contain negative entries.

Figure – Top: Mixed spectral data & pure component profiles, Bottom: areas of feasible solutions (gray) and 
low-dimensional representations of the pure profiles (vertices of the triangles). Each edge/vertex of the triangle in U-

space is dual to its associated vertex/edge of the triangle in V-space.

References 
[1] H. Abdollahi, R. Tauler, Chemom. Intell. Lab. Syst. 108(2) 2011, 100-111.
[2] M. Sawall, H. Schröder, D. Meinhardt, K. Neymeyr,  In Comprehensive Chemometrics: Chemcial and
Biochemical Data Analysis, Eds. S. Brown, R. Tauler, B. Walczak, Elsevier 2020, 199-231.
[3] M. Sawall, C. Kubis, K. Neymeyr et al., J. Chemom. 34(2) 2020, e3159.



KN2

 

INTEGRATION OF HANDHELD SPECTROMETERS AND CHEMOMETRICS FOR 
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Nowadays, miniaturized spectrometers have been emerged as new technologies with many different 
applications [1]. Owing to the important role of miniaturized near-infrared (NIR) spectrometers, this 
technology and its applicability is explored for food authentication [2]. Unlike a rather uniform design 
of a mature benchtop FT-NIR spectrometer, miniaturized instruments employ diverse technological 
solutions, which have an impact on their operational characteristics. Continuous progress leads to 
new instruments appearing on the market. The current focus in analytical NIR spectroscopy is on 
the evaluation of the devices and associated methods, and to systematic characterization of their 
performance profiles. The technologies are not specifically aimed at certain commodities or product 
features, and no single technology can be applied for authentication of all commodities. 
Nevertheless, many useful applications have been developed for many food commodities [3]. 
The trade-off for using these devices is that the spectral region and resolution are limited compared 
to benchtop technologies. Additionally, scattering effects and instrumental and ambient noise make 
robust chemometric and machine learning methods crucial to extract the relevant information from 
the spectra.  
The  focus  of  the  present  contribution  is  summarizing  miniaturised  technologies,  commercially 
available devices, chemometric data analysis methods and device applications for food 
authentication or measurement of features that could potentially be used for authentication [3]. We 
focus on the handheld technologies and their generic characteristics: (1) technology types available, 
(2)  their  design  and  mode  of  operation,  and  (3)  chemometric  data  handling.  Subsequently,  two 
examples of recent applications are reviewed with details [4, 5]. It is important to note that the use 
of  these  applications  in  practice  is  still  in  its  infancy.  This  is  largely  because  for  each  single 
application,  new  spectral  databases  need  to  be  built  and  maintained.  Therefore,  apart  from 
developing applications, a focus on sharing and re-use of data and calibration transfers is pivotal to 
remove this bottleneck and to increase the implementation of these technologies. 
 
References 
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ANALYTICAL QUALITY BY DESIGN USING A COMPUTATIONAL APPROACH FOR 
THE INVERSION OF A PLS MODEL 
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This work presents a computational approach for the inversion of a PLS model [1] in the framework 
of  Quality  by  Design  (QbD).  In  the  context  of  Process  Analytical  Technology  (PAT),  one  has 
process  variables  measured  over  ‘n’  samples  and  over  the  samples  themselves  the  variables 
which  define  the  quality  of  the  product. The  aim  is  to  build  predictive  models  to  estimate  the 
expected quality of the product (Critical Quality Attributes, CQA) as a function of the characteristics 
of  the  process  variables  (Control  Methods  Parameters,  CMP).  PAT  can  be  applied  to  the 
development of analytical methods  in chemical laboratories, in which case QbD is the so-called 
Analytical Quality by Design (AQbD) [2].  

Given  the  frequently  large  number  of  process  variables  and  quality  characteristics  and  their 
correlation, in both spaces, these prediction models are usually based on latent variables as Partial 
Least Squares, which will be the model used in this work. However, it is also important to maintain 
a given quality, for example, in the framework of the Analytical Quality by Design. For this task, the 
interest is focused on the inversion of the PLS to discover at which values of the CMP the given 
CQA are fulfilled. 

This work shows the procedure for selecting the optimal CMPs to obtain a preset ‘analytical target 
profile’  (CQAs)  when  a  liquid  chromatographic  technique  is  going  to  be  carried  out  for  the 
simultaneous determination of five bisphenols, some of them regulated by the European Union for 
their  toxicity  [3].  Furthermore,  in  a  second  application  it  will  show  how  to  obtain  the  Method 
Operable  Design  Region  (MODR)  that  is  the  core  of  the  AQbD.  This  last  approach  has  been 
carried out to determine 10 PAHs measured by liquid chromatography with fluorescence detection 
[4]. 

The global chemometric procedure has four steps: i) to build a D-optimal experimental design to 
reduce the number of experiments to carry out with the CMP ii) to fit a PLS2 model to predict the 
analytical  responses  (QCA),  namely  the  resolution  between  each  pair  of  contiguous  peaks  and 
final chromatographic time, as a function of the CMP. iii) to invert the PLS2 model, by means of a 
computational approach powered by an evolutionary algorithm, to obtain the conditions needed for 
attaining  a  preset  QCA  and  iv)  to  obtain  the  Method  Operable  Design  Region,  as  the  convex 
envelope of the Control Method Parameters that provided compliant chromatograms. 

Acknowledgments: This work is part of the project with reference BU052P20 financed by Junta de Castilla 
y León with the aid of European Regional Development Funds. 
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ENHANCING LC-MS/MS SPECTRAL SEARCHING WITH MULTI-TASK NEURAL 
NETWORKS AND MOLECULAR FINGERPRINTS 
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Liquid chromatography with tandem mass spectrometry (LC-MS/MS) is one of the most effective 
analytical techniques to characterize biological samples [1]. However, the identification of 
molecules usually requires searching for a match in a spectral library, that is based on creating a 
library  of  annotated  spectra  against  which  individual  spectrum  can  be  searched  for.  Building  a 
spectral library is time-consuming and dependent on the LC-MS/MS instrumentation, while freely 
available  libraries  typically  cover  a  limited  number  of  molecules  [2].  Moreover,  it  is  likely  that  a 
molecule detected in a metabolomics trial may not be present in the reference library.  
Recent  studies  have  shown  that  deep-learning-based  approaches  can  be  used  for  structure 
elucidation of unknown compounds with their MS spectra [3]. These tools can be applied to directly 
predict molecular structures from large databases of spectra measured under different 
experimental  conditions.  Molecular  structures  can  be  numerically  represented  through  in-silico 
fingerprints, which are binary vectors that encode features of molecules. Prediction of molecular 
fingerprints  starting  from  the  LC-MS/MS  spectra  would  consequently  assist  the  match  of  target 
compounds, which would benefit from the increased dimension of fingerprint databases. 
 

 
Figure 1 - Workflow for the fingerprint prediction from LC-MS/MS through a multi-task neural network and fingerprint 

matching. 
 
In this study, we trained multi-task neural networks to predict molecular fingerprints starting from 
the LC-MS/MS spectra (Figure 1). MS spectra from available sources (MassBank of North America 
[4])  were  initially  collected  and  cured,  leading  to  a  dataset  including  around  40’000  spectra. 
Fingerprints  were  calculated  (MACCS167  keys)  and  classification  tasks  were  carried  out  by 
training multi-task feedforward neural networks to predict the binary bits of molecular fingerprints. 
Due to the extremely sparse nature of MS spectra, data reduction methods based on sparse PCA 
were  also  tested,  using  the  PCA  scores  as  input  of  the  neural  network  training.  Models  were 
validated through specific protocols (training, test and validation sets) and demonstrated to have 
suitable performances in terms of accuracy (85% of bits correctly predicted).  
Fingerprints predicted for the validation chemicals were used as targets for similarity searching in a 
very  large  fingerprint  database  (around  14  million  structures),  leading  to  promising  preliminary 
results,  with  26%  of  target  chemicals  found  among  the  10  nearest  similar  structures  in  the  14 
million structures database. 
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Data analysis methods applied to chemical data (either chromatographic or spectroscopic), are a 
routine part of most modern analytical workflows. With the emergence of n-th order instruments, 
the  large  data  sets  pose  a  new  challenge  for  the  data  analysis.  Basically,  we  are  witnessing  a 
boom  of  the  amount  of  data  to  be  processed,  up  to  the  point  we  can  talk  about  Big  Data  in 
Analytical  chemistry.  Analysing  these  enormous  and  complex  quantities  of  data  becomes  a 
tremendous challenge, especially because of the need of automation.  
 
Automation  is  always  a  challenging  task.  In  most  of  cases,  the  scientist  has  to  “rely”  on  the 
algorithm taking (automated) decisions on both qualitative (e.g. peak identification) or quantitative 
(e.g.  calibration)  processes.  However,  Bayesian  statistics  offers  an  actual  paradigm  shift  on  the 
automation process. Contrary to classical methods mentioned above, it is not the algorithm but the 
scientist  the  one  who  takes  the  decisions,  and  the  role  of  the  algorithm  is  to  calculate  the 
probabilities of the variables of interest. This way of thinking opens a new world of possibilities. In 
this way, the scientist has no longer to “trust” the results of the algorithm, but (s)he has to decide 
on the different configurations that explain the data, based on the probabilities of each one. 
 
This  way  of  thinking  has  been  applied  to  a  broad  range  of  situations.  One  example  concerns 
toxicological  screening,  in  which  the  probabilities  of  a  list  of  compounds  being  present  in  the 
sample, analysed with LC-MS. Using a Bayesian approach, it is easy to build up evidence about 
the  presence/absence  of  a  compound  by  taking  into  account  adduct  formation,  isotope  ratios, 
retention times and mass values, resulting in more accurate values of probability. Another example 
is a Bayesian version of MCR-ALS, in which the classical multivariate curve resolution is applied 
probabilistically,  so  the  question  of  parsimony  of  the  model  (i.e.  how  many  compounds  are 
present) is solved using Bayesian model averaging. Another application to be discussed concerns 
peak assignment, which is tackled from a combinatorial optimization perspective.  
 
All in all, the use of Bayesian statistics to deal with massive data treatment constitutes a shift in the 
way  we  think  about  data  analysis.  Basically,  we  are  proposing  to  work  with  probabilities  of 
hypotheses (and update them as long as more information/data is taken into account), opposed to 
deliver the final answer to the user. 
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Cloud  computing  enables  users  to  “rent”  cores  and  memory  on  large-scale  infrastructure  to 
accelerate development and deployment of production-ready models. This is especially popular for 
deep learning routines that are computationally expensive to train, and may require large volumes 
of storage for high-dimensional data. Conventional chemometrics largely focuses on interpretable, 
linear models that are computationally inexpensive to train and implement, so cloud computing has 
not been prioritized in the same way as it has been for adjacent fields.  
 
However tensor decomposition methods such as PARAFAC/PARAFAC2 and wrapper methods for 
feature  selection  can  return  simple  and  interpretable  multi-linear  or  linear  models  that  may  yet 
require a great deal of computational time. For PARAFAC-type models, reliance on the standard 
Alternating  Least  Squares  (ALS)  algorithm  is  a major  bottleneck,  although  recent  developments 
have demonstrated that speed and convergence to a global optimum can be improved upon[1,2]. 
Wrapper methods for feature selection are popular for chromatographic data that is often plagued 
with missing values; and while this can help avoid the problem of building a model based off poorly 
integrated information, there is an inherent degree of redundancy that is costly to overcome with 
conventional hardware. 
 
In this presentation, basic workflows for integrating a popular tool for cloud computing (Amazon 
Webs Services - AWS) into a workflow that is relevant to chemometrics will be discussed. A part of 
the presentation will include an example of a wrapper algorithm as a web-app powered by AWS 
(Feature  Selection  by  Cluster  Resolution)[3].  Although  a  popular  platform  for  cloud  computing, 
AWS offers a number of products that are not always intuitive to navigate and build into a pipeline 
for the uninitiated. This presentation will seek to provide guidelines for researchers interested in 
using cloud-based infrastructure, and demonstrate its potential for better communicating 
algorithms developed by chemometricians, with researchers in applied fields such as 
metabolomics.  
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Process economy, efficiency and sustainability go hand in hand, how chemometrics 
can build a greener industry 
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Chemometrics,  or  Process  Analysis,  has  played  an  indispensable  role  in  industry  for  several 
decades  already.  The  value  of  PAT  for  monitoring  and  prediction  of  Quality  is  still  continuously 
increasing.  Chemometrics,  through  the  omics  revolution,  has  also  taught  us  how  a  systems 
perspective is essential for accurate and early disease diagnosis and understanding of the system. 
Industrial processes are engineered and therefore systems knowledge is also widely available, 
from process diagrams to empirical operational knowledge. Therefore, there is a new challenge 
of  translating  such  diagrams  into  modeling  structures,  where  well-known  paradigms  like  path 
modeling may provide new avenues to improve diagnosis and predictions. The systems 
perspective may also lead to much higher operational value, as improved process operations and 
control may not only benefit end-product quality, but through the entire process may also lead into 
more  cost-efficient  operations  and  several  ways  to  increase  Industrial  Sustainability.  This 
requires integration of process control with continuous improvement, where semi-quantitative tools, 
like the SQDCME process may be used to translate process observations, control operations and 
evidence-based process improvements into KPIs for Sustainability, Quality and Economics. 
I  will  show in  several  of  our  recent  industrial  case  studies  [1,  2,  3]  how  developing  new 
chemometrics  methods  and  paradigms  to  include  more  and  complementary  process  knowledge 
from engineering and process operations, lead to good processes that are cheaper and greener. 
This  both  increases  the  value  of  industry  to  our  society  and  greatly  increases  the  value  of 
chemometrics to process industry.  
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Reversed-Phase Liquid Chromatography (RPLC) is a common liquid chromatographic mode used 
to characterize drug substances by separating e.g.the principal active ingredient from its impurities 
or matrix excipients. Nevertheless, determining the optimal chromatographic conditions that enable 
this separation is time-consuming and requires a lot of lab work. Quantitative Structure retention 
Relationship models (QSRR) are helpful for doing this job with minimal time and cost since they 
allow for predicting retention times of known samples without performing experiments. 
In the current work, we developed QSRR models and compared the strength of various machine 
learning algorithms which were based on a combination of linear and non-linear algorithms such as 
Multiple  Linear  regression  (MLR),  Support  Vector  Regression  (SVR),  Random  Forest  (RF),  and 
Gradient Boosted Regression (GBR). to predict the retention times. The dataset comprised small 
molecules covering a wide range in terms of physicochemical properties related to the selected 
retention mechanism. Models were built for data acquired at two pH conditions, i.e., at pH 2 and 5 
at  a  gradient  time  of  20  minutes  (0  to  95%  methanol)  using  a  C18  T3  column.  In  the  end,  the 
model  predictions  were  combined  using  stacking,  and  the  performances  of  each  model  were 
compared. Here, QSRR models of the retention prediction have been built using structured derived 
physicochemical molecular descriptors, under consideration of the OECD principles in regulation 
for their acceptability and validation check during model construction and assessment. The KNN-
based application domain filter was established to assess the reliability of the prediction for further 
compound  prioritization.  The  best  model  was  selected  based  on  comparative  values  of  R²  and 
RMSE values on 10-fold cross-validation. Then the model was assessed on a holdout test data. 
Out of all models, the stacked model at pH5 outperformed with RMSECV= 1.93, RMSEP = 2.02 
minutes and R2pred = 0.94. 
The strategy used in this work is proposed as a generic workflow for the QSRR modelling of any 
RP-LC dataset when only a few number of samples is available. The QSRR models developed 
may  then  be  used  in  an  “in  vitro”  screening  step  to  reduce  the  lab  work  and  the  lead  time  for 
chromatographic method development. 
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An emerging interest related to the ecotoxicological assessment of substances of concern, such as 
Endocrine  Disrupting  Chemicals  (EDCs),  is  that  they  are  able  to  modify  cellular  regulatory 
mechanisms  long  after  exposure,  a  long-term  effect  linked  to  epigenetics  [1].  However,  the 
mechanisms of action remain unclear when applying single-omic workflows. For that reason, multi-
omic approaches are required to understand toxicity mechanisms [2]. The development of these 
multi-omics  approaches  has  resulted  in  various  tools,  methods,  and  platforms  provisioning  data 
analysis, visualization, and interpretation.  
However, multi-omic data approaches have to face some pending issues to achieve the full potential 
of  combining  high-throughput  data  obtained  from  different  molecular  layers. These  challenges 
include the heterogeneity across omics technologies, the treatment of missing values, the difficulty 
of interpreting multilayered systems models, and the problems related to data annotation, storage 
and computational resources [3]. 
In the present study, we compare the capability of different multi-omic approaches taking as a study 
case the toxicity assessment of tributyltin (TBT) in zebrafish embryos, widely considered an excellent 
alternative  animal  model  [4],  integrating  three-omic  levels:  epigenomics,  transcriptomics  and 
metabolomics.  On  the  one  hand,  standard  approaches  such  as  PaintOmics  or  Multiple  Factor 
Analysis (MOFA) were used to perform the data analysis and determine benchmark results. This 
multi-omic integration was performed in two steps following a mid-level fusion strategy (Figure 1). 
Firstly, data sets were normalized and analyzed individually to identify differentially altered features. 
After that, selected features were merged and integrated multi-omic analyses were conducted. On 
the other hand, the same strategy has been followed to analyze the data using chemometric methods 
able to perform this mid-level data fusion, such as Multivariate Curve Resolution (MCR). In this case, 
different data arrangements and block scaling strategies have been tested in order to improve the 
interpretability of the obtained results. Finally, the results obtained by the various tested methods 
have been compared, and the advantages and drawbacks of each approach are discussed. 
 

 
Figure 1 – General scheme of the mid-level fusion strategy conducted taking into consideration 3 different omics data 

(epigenomics, transcriptomics and metabolomics). 
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Bariatric surgery is considered the most efficient treatment for diseases related to morbid 

obesity  [1].  This  surgical  procedure  has  proven  successful  for  weight  loss,  but  also  for  the 
progression control of type 2 diabetes considering its metabolic impact [2]. However, the effect of 
bariatric  surgery  on  metabolism  is  still  not  well  defined.  In  this  sense,  metabolomics  analysis 
through high-throughput nuclear magnetic resonance (NMR) coupled with chemometric processing 
has emerged in biomedical research as a field able to shed some light on obesity-related metabolic 
diseases [3]. 

In  the  present  study,  we  aimed  to  discriminate  metabolic  signatures  linked  to  bariatric 
surgery  and  determine  potential  adaptations  of  different  patients.  A  chemometrics-assisted  ¹H 
NMR metabolomics approach was used in order to analyze serum samples of subjects with morbid 
obesity (n = 15), before (2-3 weeks) and after (48 hours, 5 days, 1, 6 and 12 months) bariatric 
surgery. 

In  the  first  step,  different  multivariate  analyses  were  applied  over  the  ¹H  NMR  spectra. 
Chemometric  methods,  including  principal  component  analysis  (PCA),  ANOVA  simultaneous 
component  analysis  (ASCA)  and  partial  least  squares  discriminant  analysis  (PLS-DA),  allowed 
identifying  the  main  metabolic  responses  associated  with  the  bariatric  surgery.  We  defined  two 
metabolic  phenotypes  of  response  (metabotypes)  independently  of  gender,  age  or  body  mass 
index (BMI).  In  addition, it was  possible  to  elucidate  general  metabolic profiles  over time, 
distinguishing three primary temporal trends throughout the bariatric surgery evolution. 

In  the  second  step,  a multivariate  curve  resolution  (MCR)-based  strategy  was  applied  to 
obtain and evaluate the peak integrals profiles of the previously identified metabolites (biomarkers) 
[4].  By  this  means,  a  significant  reduction  in  the  dataset  dimensionality  was  achieved,  without 
losing the potential for biological interpretation. Then, the chemometric evaluation of this reduced 
features  matrix  using  the  same  tools  as  in  the  first  step  allowed  the  identification  of  those 
metabolites associated with the metabolic changes induced by the bariatric surgery. 

Although  further  studies  are  needed,  our  results  open  new  hypotheses  in  the  study  of 
obesity-linked co-morbidities and provide a comprehensive view of the metabolic changes after the 
surgery. 
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Trauma to the joint results in acute inflammation and depending on the severity can significantly 
increase the risk of developing osteoarthritis (OA). Detecting acute changes leading to early OA 
can be challenging due to the insidious onset and lack of validated and reliable serum or synovial 
fluid biomarkers. The aim of this study was to evaluate Fourier-transform infrared (FTIR) 
spectroscopy of serum and synovial fluid as a candidate screening tool in diagnosing early post-
traumatic  OA  (PTOA)  in  a  non-terminal  equine  model.  Twenty-two  horses  were  included  in  this 
prospective study.  Unilateral PTOA in the metacarpophalangeal (MCP) joint of 11 horses in the 
PTOA group was induced by arthroscopically creating an osteochondral (OC) fragment (i.e., OC 
joint subgroup). The contralateral MCP joint in these horses was arthroscopically evaluated but no 
fragment was created (i.e., sham joint subgroup). Eleven horses were used as Controls (i.e., two 
control MCP joints). Synovial fluid sample from both MCP joints and serum samples were obtained 
from all control and preoperatively from the PTOA horses at 0 and overtime at 2, 4, 6, 12 and 16 
weeks.  Samples  were  processed  and  stored  in  -80°C  until  batch  analysis.  Fourier-transform 
infrared spectroscopy of serum and synovial samples was performed by drying triplicates of each 
thawed-out  sample  on  96-welled  silicone  microplates.  Absorption  spectra  at  400–4000  cm -1 
wavenumbers was recorded at 4cm -1 resolution, 512 scans)[1]. After preprocessing, partial least 
squares discriminant analysis (PLS-DA) and multilevel-simultaneous component analysis (MSCA) 
were  used  to  compare  serum  spectral  results  from  samples  from  PTOA  and  control  groups  for 
serum  and  synovial  fluid.  For  synovial  fluid  samples,  OC  joint  samples  were  compared  to  the 
controls.  In  detail,  performance  of  predictive  (PLS-DA)  models  built  for  discriminating  OA  from 
control samples based on spectra from each time point were compared; multi-level simultaneous 
component analysis (MSCA) was used to evaluate the significance of spectral variations at each 
time point. All OC joints developed early PTOA at 16 weeks based on arthroscopic and 
radiographic examination. The performance of predictive models based on serum spectra at each 
time-point between PTOA and control groups were poor. The synovial fluid spectra at 0 time point 
had  minimal  variability  between  OC  joint  and  control groups.  The  synovial fluid  spectra  showed 
significant  discriminatory  capability  from  2  weeks  after  the  injury  that  was  reduced  at  16  weeks 
(Table 1). In conclusion, FTIR spectra of synovial fluid from joints with PTOA can be distinguished 
from controls. This discriminatory capabilities is reduced by 16 weeks which may be due to natural 
reduction in the initial inflammatory response to the trauma. The results demonstrate the potential 
for FTIR spectroscopy of synovial fluid from joints with acute trauma as a screening tool for early 
PTOA.  
  

Sampling intervals Accuracy  Classification error Sensitivity Specificity 
0 53.6±8.3 46.3±8.3 51.8±9.9 55.6±12.6 
2 93.2±3.2 6.8±3.2 98.4±4.4 88.0±4.7 
4 80.4±4.5 19.6±4.5 88.2±7.4 72.6±6.0 
6 69.6±4.2 30.4±4.2 68.9±6.1 70.4±7.1 

12 72.9±5.6 27.1±5.6 75.8±7.5 70.0±7.6 
16 56.7±6.8 43.3±6.8 60.7±9.1 52.7±10.1 

Table 1 – Predictive model performance for discriminating synovial spectra of control and PTOA samples. 
Sampling intervals are based on weeks. The model performance is presented in % and ± standard deviation. 

 
1. Malek S, Marini F, Rochat MC, Béraud R, Wright GM, Riley CB. Infrared spectroscopy of 
synovial fluid as a potential screening approach for the diagnosis of naturally occurring canine 
osteoarthritis associated with cranial cruciate ligament rupture. Osteoarthritis and Cartilage Open. 
2020;2(4):100120. doi: https://doi.org/10.1016/j.ocarto.2020.100120. 
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Class-modelling, also known as one-class classification, is used for individual class-model 
construction based on the similarities among samples of the class studied, the target class. The 
obtained model is used to predict whether a new sample of unknown origin belongs to the class of 
interest.  Class-modelling  is  widely  applied  for,  e.g.,  authentication,  quality  control,  and  novelty 
detection. The class-model construction is a multistep process that includes the construction of the 
training  and  test  sets,  selection  of  the  class-modelling  method,  optimization  of  the  model,  and 
validation.  Each  step  has  an  impact  on  the  final  classification  outcomes  thus  they  should  be 
handled carefully [1].  
The aim of this study was to indicate the optimal strategy for class-model optimization, 
authentication of similar classes, limitations and scopes of applicability of selected class-modelling 
methods. 
Concerning  the  optimization  of  the  class-model,  i.e.,  the  selection  of  the  model  complexity  and 
classification  rules,  two  scenarios  can  be  distinguished:  rigorous  and  compliant.  The  rigorous 
strategy  is  considered  when  only  target  class  samples  are  used  for  class-model  optimization, 
whereas  in  the  compliant  strategy,  target  and  nontarget  class  samples  are  taken  into  account. 
There is an ongoing discussion on whether nontarget class samples can be used for class-model 
optimization  since  they  cannot  be  treated  as  representative.  For  this  reason,  in  the  thorough 
comparative study upon the example of SIMCA model optimization, the influence on final 
classification results of rigorous and compliant optimization strategies were tested. It was 
demonstrated that class-models optimized in the compliant scenario combined with the optimized 
decision  threshold  lead  to  the  most  effective  models.  However,  it  was  also  shown  that  these 
models can be biased, thus the rigorous scenario is a safer option for class-model optimization [2]. 
Once the optimal optimization strategy was selected, the scope of applicability of different class-
modelling  methods  was  tested  based  on  the  several  datasets  of  various  structures.  The  SVDD 
(Support Vector Description Domain) models led to the highest classification results most often. 
However, when data of complex structure are analysed, the density-based class-modelling 
methods, such as PFM (Potential Functions Method), are more suitable than SVDD. 
In  the  case  of  authentication  of  several  similar  classes  that  overplap  in  the  feature  space,  the 
individual  class-models  can  lead  to  unsatisfactory  results.  In  such  situations,  the  discriminant 
model  allows  obtaining  better  classification  results  than  class-models,  but  classical  discriminant 
approach  cannot  be  applied  for  authentication.  Therefore,  a  two-step  approach  that  combines 
class-modelling  and  discriminant  approaches  has  been  proposed,  and  its  performance  was 
compared with so-called soft discriminant methods [3] and SIMCA optimized using the ROC curve 
[4]. 
The conclusions obtained from the aforementioned aspects studied allowed to propose a 
successful strategy for authentication of rooibos, honeybush, and three Cyclopia species used for 
honeybush production.  
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Classification  or  discrimination  tasks,  which  aim  at  establishing  the  class  membership  of  the 
analysed  evidence  materials  based  on  the  predefined  decision  rules,  are  very  frequent  in  the 
forensic expert practice. According to the recommendations of the European Network of Forensic 
Science Institutes (ENFSI), the conclusions drawn in the forensic investigations must be 
formulated  in  the  probabilistic  manner.  One  of  the  widely  studied  and  accepted  means  is  the 
likelihood ratio, LR, defined as LR=Pr(E|H 1)/Pr(E|H2). It describes how many times the evidence 
(E)  supports  the  H1  in  contrast  to  H2  [1].  In forensic  classification  the  hypotheses  state  that  the 
evidence comes from either one (H1) or the other (H2) class. However, originally, the pioneering LR 
models for interpreting the physicochemical data for forensic purposes were developed by Aitken 
and Lucy [1] in the aim of establishing whether the glass samples may come from the same source 
or  not. This  poses  a  slightly  different  problem  than  typical  classification,  since  ‘same  source’  or 
‘different source’ cannot be ragarded a particular class. Nevertheless, the undisputed advantage of 
these models is the determination of how high the degree of similarity between compared samples 
is in the light of the frequency of occurrence of the analysed features in the entire population. Their 
main idea is that the similarity found between very rare features is much more valuable than the 
same similarity observed between frequent features.  
This potential of LR models may also be applied in the typical classification tasks after undergoing 
appropriate changes. If rare features occur in one class only (despite their rarity), the questioned 
sample with such rare features strongly supports the hypothesis that it comes from this class. This 
corresponds  to  high  LR  values  for  such  comparisons.  The  necessary  changes  mainly  involve 
variance estimates definitions. Each questioned sample is decided to come or not from the same 
class  as  each  of  the  labelled  samples.  The  LR  values  received  in  such  comparisons  are  then 
translated to probabilities using, e.g., logistic regression. These probabilities can be seen as the 
reliability that the LR value indicates the same class of the compared samples. Finally, the class 
membership  of  the  analysed  sample  is  established  by  defining  the  appropriate  and  balanced 
decision rules which take into account that the highest LR values (and probabilities) refer to the 
very strong indications of the common class membership of the samples. The proposed workflow 
will be presented using a few examples from the forensic field.    
 

 
The research was conducted within the project No. 2019/35/D/ST4/00933 financed by the National 
Science Center in Poland.  
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 The  saffron  production  process,  authentication,  and  quality  control  remain  topical  due  to  the 
interesting biological activities and multiple applications of its phytocompounds. Saffron production 
consists  of  several  time-consuming  phases;  whether  the  cultivation  conditions  and  harvesting 
stages can affect the final yield of the product and, together with the high costs, the propensity of 
producers  to  commit  fraud,  the  drying  and  the  storage  conditions  phases  actually  affect  the 
commercial  quality  of  the  spice.  Indeed  storage  induces  oxidative  or  hydrolytic  decomposition, 
whereas  spice  stability  depends  on  relative  humidity,  temperature,  and  light  exposure.  In  this 
context,  the  quality  control  is  regulated  by  the  ISO  3632-1  and  2,  which  allows  saffron  to  be 
assigned  to  quality  classes  according  to  its  moisture,  quantity  of  extraneous  material,  and 
concentration of its secondary metabolites (picrocrocin, crocins, and safranal). Thus, the purpose 
of the work was to assess if, in the context of UV-Vis quality control of the spice, it is possible, by 
means  of  chemometrics,  to  differentiate  between  FRESH  products  (i.e.,  saffron  produced  and 
marketed  within  a  year)  COMPLIANT  (product  not  yet  expired)  and  legally  EXPIRED  products 
(produced  over  two  years). Therefore,  spectra were  collected  on  104 FRESH  Umbrian  samples 
between  the  years  2016  and  2020;  exactly  the  same  batches  were  preserved  by  simulating 
common home storage and reanalyzed in 2021 from the interval of 5 years (the 2016 samples) to 
the interval of 8 months (the 2020 samples).  

Figure 1 – Dataset of Fresh (F), Aged but Compliant (AC) Aged and Expired (AE) samples, factor columns, and number 
of samples;  ASCA centroids for the Production Year (left) and Aging (right) factors 

 Anova-Simultaneous  Component  Analysis  confirmed  a  significant  effect  of  both  the  Production 
Year  and  Aging. The  loading  inspection  confirmed  the  loss  of  the  spice  color  power  due  to  the 
crocins degradation [1]. In a preliminary stage, to release the treatment from the  Production Year 
variability,  Partial  Least  Squares-Discriminant  Analysis  and  Soft  Independent  Modeling  of  Class 
Analogy  were  performed  on  signals  obtained  by  subtracting,  from  each  sample,  its  FRESH 
spectrum.  Although  excellent  results  have  been  obtained  with  these  methods,  they  have  the 
limitation  of  requiring,  to  be  applied,  a  reference  spectrum  of  the  fresh  samples.  Alternatively, 
SIMCA  constructed  on  FRESH  samples  showed  a  sensitivity  of  81%  (  6  samples  erroneously 
refused over 32 in external validation), a specificity of 91% for the EXPIRED class and of 89% for 
the COMPLIANT class. The reported results are excellent, considering the model was built on a 
class consisting of samples produced over a 5-year period (variability recognized as significant at 
the  exploratory  stage).  In  conclusion,  following  the  ISO  regulation  and  with  an  appropriate 
database, it is possible to evaluate the compliance and the freshness of the spice during its quality 
control.  Although  the  understanding  of  degradation  phenomena  is  challenging  with  this  kind  of 
analytical technique, Multivariate Curve Resolution-Alternating Least Squares could provide further 
valuable  information  about  the  temporal  evolution  of  the  main  components  of  saffron  aqueous 
extracts. 
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Dataset Production Year Aging N samples
S2 0 1 6 (F) 1 1 18
S2 0 1 7 (F) 2 1 27
S2 0 1 8 (F) 3 1 28
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S2017(AE) 2 3 27
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S2019(AC) 4 5 14
S2020(AC) 5 6 15
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2019

Expired Compliant
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Acrylonitrile-Butadiene-Styrene  (ABS)  is  a  styrenic  thermoplastic  polymer  characterized  by  high 
toughness and impact resistance. It is used for the manufacture of a large number of different kind 
of  products,  which  is  why  is  one  of  the  most  popular  product  on  the  market.  ABS  quality  is 
evaluated every day through numerous and time-consuming off-line analyzes of several 
parameters, in order to ensure the production of a high quality and, therefore, a more desirable 
product. These parameters can be predicted in real time through the huge amount of plant data. In 
fact, along the ABS production plant are installed a large number of sensors, which continuously 
acquires information about the status of both the process (temperature, pressure, flows) and the 
forming product (NIR spectra). In this context, multiblock and local approaches can help to improve 
both process understanding and the performances of the prediction models, as the data collected 
by the sensors can be easily partitioned in different data blocks according to specific plant areas. 
Furthermore, through these approaches it is possible to obtain predictions of quality parameters 
without  taking  into  account  measurements  related  to  the  final  area  of  the  plant,  i.e.  before  the 
product is complete.  
The present study aims to apply different multiblock and local regression methods, fusing process 
sensors and spectroscopic (NIR) data, to calculate real time monitoring models for the prediction of 
ABS quality parameters. With the aim to assess  which were the most relevant sensors and plant 
areas for the prediction of the ABS properties, and to be sure that the plant setting changes did not 
negatively  affect  the  prediction  quality,  data  collected  by  four  NIR  probes  and  more  than  50 
process sensors was analysed through MultiBlock-PLS, Response-Oriented sequential alternation 
(ROSA) [1] and ParSketch [2]. Several prediction models were computed involving data acquired 
by sensors present in different process stages. Low prediction errors were obtained through the 
explored approaches that allowed to identifying the most crucial data blocks for the ABS quality 
prediction. Additionally, prediction obtained by models computed without considering data blocks 
belonging to the final  areas  of  the  process  were  comparable to  those obtained  involving  all  the 
available data blocks. Therefore, a good estimation of ABS quality can be obtained in real time 
before the final product is completed, radically reducing the off-line laboratory analysis. 
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Visible and near-infrared (NIR) imaging with multiblock methodologies, i.e., sequential and 
orthogonalised partial least squares-linear discriminant analysis (SO-PLS-LDA) and sequential and 
orthogonalised covariance selection-linear discriminant analysis (SO-CovSel-LDA) allow for 
modelling with a high degree of precision and sensitivity [1,2]. These sequential and orthogonalised 
methods do not introduce redundant spectral information commonly found in conventional low-and 
mid-level approaches. Malting barley (Hordeum vulgare L.) undergoes a series of steeping phases 
followed  by  controlled  germination  to  produce  malt  for  beer  brewing.  Pre-harvest  germination, 
triggered by untimely adverse wet and humid environmental conditions, contributes to non-uniform 
malting and huge economic losses. An objective, rapid, user-friendly method, capable of early-stage 
germination detection may circumvent such losses [3]. Hyperspectral images, in the visible near-
infrared  (VNIR;  186  wavebands)  and  shortwave  infrared  (SWIR;  288  wavebands)  wavelength 
regions  were  combined  with  SO-PLS-LDA  and  SO-CovSel-LDA  classifiers  to  detect  early-stage 
germinated  single  barley  kernels.  Classification  accuracies  (based  on  cross-validation)  with  SO-
PLS-LDA and SO-CovSel-LDA, were 100% (full spectrum) and 99.19% (17 variables), respectively, 
with similar test set performance. An improvement was noted for the SO-PLS-LDA method and a 
slight  decrease  in  accuracy  for  SO-CovSel-LDA  when  compared  to  PLS-DA  (99.42  %  SWIR, 
99.48  %  VNIR).  The  selected  15  SWIR  and  VNIR  wavelengths  were  evenly  spread  across  the 
entirety  of  spectral  ranges.  These  included  the  extreme  wavelengths  which  compensate  for 
additive/multiplicative  effects  [2].  Using  the  multiblock  variable  selection  procedure,  SO-CovSel-
LDA, the selected wavelengths could be further reduced to 13 (SWIR and VNIR), which corresponds 
to 2.7% of the variables of the original data blocks. Despite this great reduction in the number of 
variables, the classification accuracy remains comparable (97%) to that obtained with SO-PLS-LDA 
using the full-spectrum data set. This alludes to a multispectral approach with reduced sensor cost 
and added benefit of in-line/on-line implementation and real-time monitoring of malting barley pre-
harvest  germination  –  a  sizable  industry  problem.  VNIR  and  SWIR  spectral  information  and 
multiblock data fusion methods provide viable research and industry solutions for the malting and 
brewing sector. 
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When multivariate data is being fitted by a model, it is important to account for (and minimize) both 
fitting  and  sampling  error.  Estimating  sampling  error  is  the  most  difficult  task  in  this  case  and 
usually  this  is  done  by  applying  the  model  to  a  new  set  of  data,  that  belongs  to  the  same 
population as the calibration set. This procedure is well known as the test set validation, which has 
been proven to be the most reliable and efficient.  
 
However,  if  an  intermediate  step  for  optimization  of  the  model  and  related  parameters  (e.g. 
preprocessing or variable selection) is necessary, two independent test sets should be used for a 
proper validation. In case when measurements are expensive, time consuming, or there are other 
obstacles,  the  test  set  validation  can  be  substituted  with  a  cross-validation  –  resampling-based 
approach, which merges the results obtained from several local models created for subsamples of 
the calibration set.  
 
Recently we proposed an alternative approach, named Procrustes Cross-Validation (PCV), which 
takes  the  best  parts  of  both  validation  methods  [1].  PCV  uses  cross-validation  to  estimate  the 
sampling error and then introduces the sampling error directly to the calibration set, thus creating a 
new set of measurements  — a pseudo-validation set. This set can then be used to validate the 
global model in the same way as it is done using an independent test set.  
 
The PCV method has been initially developed for PCA and the PCA based applications. The first 
example is SIMCA, in which a direct cross-validation is questionable. In this contribution we firstly 
present a new improvement, which makes PCV calculation several times faster. Additionally, this 
enhancement makes it possible to generalize the approach to a broader set of modelling methods, 
including PCR- and PLS-regressions. This generalization also extends the usability of PCV, which 
can be applied both for validation and optimization of the models and also for data augmentation. 
Results based on several simulated and real-life examples will be demonstrated. 
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In order to comprehensively exploit the complex data generated by spectroscopic and 
spectrometric  techniques,  unsupervised  and  supervised  multivariate  chemometric  methods  are 
utilized. The latter, machine learning approaches, are often applied as black boxes meaning that 
only  the  class  assignment  is  reported,  while  the  background  that  led  to  this  decision  remains 
unknown.  
Random forest (RF) is a non-parametric machine learning approach that consist of a large number 
of  individual  binary  decision  and  has  many  advantages,  such  as flexibility  in  terms  of  input  and 
output  variables  and  the  possibility  of  internal  validation.  Another  advantage  is  the  ability  to 
generate  variable  importance  measures  that  are  used  to  select  relevant  features.  However,  the 
relationships between the predictor variables are usually not examined. We developed a novel RF 
based  variable  selection  approach  called  Surrogate  Minimal  Depth  (SMD)  that  incorporates 
relations into the selection process of important variables [1]. This is achieved by the exploitation of 
surrogate variables that have originally been introduced to deal with missing predictor variables. In 
addition to improving variable selection, surrogate variables and their relationship to the primary 
split variables can also be utilized as proxy for the relations between the different variables (see 
Fig.  1).  This  relation  analysis  goes  beyond  the  investigation  of  ordinary  correlation  coefficients 
because it is based on the mutual impact on the outcome.  
I will present the basic concept of surrogate variables, SMD and mean adjusted agreement, as well 
as  their  application  to  simulated  data  as  proof  of  concept.  In  addition,  I  will  present  successful 
applications in different fields ranging from metabolomics analysis of food [2] to the exploitation of 
data from surface-enhanced Raman scattering experiments [3], e.g. to illuminate the interaction of 
drugs with proteins and lipids in living cells [4]. 
 

 
 

Figure 1 Illustration of the application of SMD to high-dimensional data. 
 

R Package  
https://github.com/StephanSeifert/SurrogateMinimalDepth.  
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Data-driven SIMCA (DD-SIMCA) has proven to be highly effective in solving one-class 
classification problems even in fairly complex cases. At the same time, the DD- SIMCA concept 
can be used much more widely. Full distance (FD) that is a statistics calculated as a weighted sum 
of the score distance and orthogonal distance was reported as an efficacious tool for  the outlier 
detection in projection-based methods [1], for the estimation of the limits of detection in qualitative 
analysis [2], and for selection of similar samples in nonlinear local weighted modeling [3]. 

In this contribution, we go further and present several novel and unusual applications of the DD-
SIMCA concept, using a very interesting medical data [4] as an illustrative example.  

The following problems are considered. 

(1) Comparison of several multivariate datasets for similarity, which is a basic problem in 
statistics and machine learning and a very popular task in practical applications. We propose using 
β-value [5] and the extreme plots [6] as a reasonable alternative to the  p-value approach. 

(2) Evaluation of the efficiency of treatment. This a common problem in medicine and other 
fields, when it comes to assessing which method is preferable for curing of a particular group of 
patients. Our approach is calculation of FD and β values to assess proximity to the target class of 
the control (healthy) subjects.  

(3) Selection of a personalized treatment. In this case, the FD value is used as a response 
in  the  PLS  model,  which  predicts the  distance of  the subject (object)  to  the  target  class  after a 
certain treatment, and, therefore, the probability of recovery. This approach can be used not only in 
medicine, but also in restoration work to preserve and restore cultural heritage sites. 

Acknowledgements: We acknowledge partly funding from the IAEA in the frame of projects D5240 
and G42007. 
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PARAFAC2 has shown great capabilities for extracting chemical information from chromatographic 
data  like  GC-MS.  [1,2]  A  completely  automized  workflow  has  been  published  recently.  [3]  If  a 
PARAFAC2 model converges to a global optimum, a unique solution can be obtained. However, 
especially for complicated data, the non-convex optimization might get stuck in a local minima or 
won’t  converge  due  to  a  degenerate  solution.  [4]  Often,  non-unique  and  degenerate  solutions 
deviate  drastically  from  the  true  underlying  factors  and  thus  are  meaningless.  [4]  Recently 
published results indicate, that the problem of local minima can be reduced by applying constraints 
on the different modes (e.g. non-negativity), using sophisticated initialization schemes and refitting 
the model multiple times. [5] However, the study on the local minima reducing effect of constraints 
was so far limited to constraints on the non-shifted modes. Further, there is currently no strategy 
for how to efficiently handle the problem of degenerate solutions in PARAFAC2 models. 
This  work  presents,  a  simple  and  highly  efficient  strategy  for  handling  degenerate  solutions  in 
PARAFAC2 models based on Tucker’s congruence coefficient. The procedure was tested on real 
GC-MS  and  HPLC-DAD  data  sets  and  could almost  completely  remove  the  occurrence  of 
degenerate  solutions  and  drastically  reduces  the  computation  time  required  to  achieve  optimal 
solutions. 

 
Figure 1 – A: Interval of GC-MS data set of wine samples [7], B: Elutionprofiles of an optimal 3 component PARAFAC2 model, C: 

Elutionprofiles of a degenerate solution of a 3 component PARAFAC2 model, D: Non-Convergence Handle increases the fraction of 
optimal solutions from 41 % to 93 %, E: Non-Convergence Handle reduces the computation time for 100 fitted 3 component 

PARAFAC2 models by 91 % for the GC-MS data set shown in A 
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Quantum  dots  (QDs)  are  semiconductor  nanocrystals  with  an  active  surface  that  enables  their 
conjugation with a variety of biomolecules, leading to inorganic-biological hybrid nanoparticles with 
exceptional optical characteristics from the QDs and the biochemical functions from the conjugated 
molecules  [1]. The bioconjugates are usually characterized  by separation-based, scattering, 
microscopy, spectroscopy, mass spectroscopy, and thermal techniques. Depending on the 
application type, nanomaterial, and biomolecule, some characterizations may be considered more 
important than other ones, hence there is not a broad agreement on what the essential 
characterizations  are  [2].  Many  characterization  techniques  are  laborious,  sample-destructive, 
and/or costly, besides requiring sample preparation procedures that may interfere with the desired 
properties of the bioconjugates and lead to misinterpretation of the results [2]. In this context, we 
proposed the coupled factorization of fluorescence excitation-emission matrices (EEMs) measured 
in two spectral regions, over nine weeks, to extract underlying characteristics of the QDs-protein 
conjugation and monitor it over time. That originated two tensors: A for the spectral range of proteins 
(herein named “lower spectral range”) and B for the region of QDs (named “upper spectral range”), 
which were decomposed separately by PARAFAC into three and two components, respectively for 
A  and  B.  Subsequently,  those  two  tensors  were  jointly  decomposed  into  three  components  by 
Advanced  Coupled  Matrix  and  Tensor  Factorization  (ACMTF),  which  allowed improving  the 
recovered  profiles  in  the  shared  modes:  relative  concentrations  and  time.  Another  important 
observation  is  that  the  3rd  component  recovered  by  ACMTF  was  absent  in  the  upper  range’s 
excitation and emission profiles, which agrees with the spectral features of the proteins assigned to 
that component. We concluded that fluorescence spectroscopy associated with multi-way analysis 
has great potential as a non-destructive, quick technique to extract implicit information about the 
conjugation of QDs to molecules of biological interest. 

 
Figure 1 – Profiles recovered by a PARAFAC model fit with joint tensors. 
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Carrageenan  is  a  hydrocolloid  used  as  a  gelling  and  stabilizing  agent  in  food  and  cosmetics. 
Carrageenan is a very complex polysaccharide, and it has a backbone of 3,6-anhydrogalactose and 
potassium,  sodium,  magnesium,  and  calcium  sulphate  esters  of  galactose  copolymers  that  are 
alternately linked by α-1,3 and β-1,4. The different types differ in molecular structure, e.g., in the 3,6-
anhydrogalactose and ester sulphate content. The carrageenan molecule is a very large molecule 
and contains about 1000 residues. Therefore, there are many structural variations [1]. Structural 
variations influence functional properties of the carrageenan, i.e., gel strength, texture, solubility, 
syneresis, synergy, melting and setting temperature [2].  
The  aim  of  this  project  is  to  provide  novel  knowledge  of  the  structural  characteristics  of  the 
carrageenan molecule with regard to its functionality and application, through the development of a 
data fusion (DF) based model. The model will be applied to predict carrageenans functionality in 
food and cosmetics.  

 
Figure 1 – Schematic representation of development of predictive multi-block regression.  

 
The structure of carrageenan can be characterized by the following parameters: the ion composition, 
molecular weight distribution, intrinsic viscosity, carrageenan concentration and type, and degree of 
alkali  modification.  The mentioned  parameters  can  be  determined  by  four  analytical  techniques: 
inductively  coupled  plasma  (ICP),  nuclear  magnetic  resonance  (NMR)  spectroscopy,  Fourier-
transform  infrared  spectroscopy (FT-IR)  coupled  to  Partial  Least-Squares  (PLS)  regression,  and 
size-exclusion chromatography with multi-angle light scattering detection (SEC-MALS). The main 
hypothesis of this project is that combining all structural data by data fusion methodologies [3] would 
enable determination of an empirical relationship between chemical structure and functionality of 
carrageenan. Figure 1 shows a flow diagram of the planned data treatment and model development 
work.  
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Heading toward a holistic approach to protect river water quality is among the most compelling needs 
advocated by the European Water Framework Directive (WFD), one of the most comprehensive 
European  water  policies  [1].  Non-target  screening  is  an  essential  building  block  toward  this 
approach:  the  analysis  of  unknowns  provides  a  complete  chemical  fingerprint  of  the  aquatic 
ecosystem and favors the identification of chemicals of emerging concern [2]. Tracking chemicals’ 
spatial  pathways  is  equally  critical:  path  modelling  is  an  advanced  statistical  tool  which  allows 
incorporating  the  spatial  dimension  into  predictive  modelling,  diagnosing  chemicals’  origin  and 
dispersion patterns. We propose an integrated approach which couples non-target screening with 
spatiotemporal  path  modelling  to  reveal  intrinsic  patterns  of  unknown  pollution  in  the  river.  We 
studied a path model for 9 different sites along the Rhine, after extracting characteristic chemical 
features  from  their  GC-MS  measurements  with  PARAFAC2  [3]  (Figure  1).  We  show  how  path 
modelling  can  be  employed  on  untargeted  data  as  a  quantitative  tool  to  investigate  chemicals’ 
pathways, favouring the prioritization of unidentified chemicals for further investigation. For this study 
we  utilized  Process  PLS  [4],  a  path  modelling  method  which  accounts  for  multicollinearity  and 
multidimensionality, thus highly suited to analyze the water system complexity and the heterogeneity 
in  the  untargeted  data.  Our  approach  offers  the  unique  opportunity  to  implement  early-warning 
strategies in watershed management, complying with the holistic need outlined by the WFD. 
 

 
Figure 1 – Schematic representation of path modelling for chemical prioritization and tentative identification. 
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Canonical  tensor  decomposition  (also  known  as  PARAFAC)  is  well  matched  to  the  underlying 
physical  model  of  fluorescence  signal  and  is  frequently  used  to  model  fluorescence  excitation-
emission  matrices  (EEMs).  However,  EEMs  typically  contain  scattering  signal,  which  has  to  be 
handled separately as it doesn’t fit the assumptions of the PARAFAC model. 
Use of missing data in place of the scattering areas and their interpolation [1] are two widely used 
methods. In particular, interpolation makes it possible to avoid the local minima and convergence 
problems resulting from use of the PARAFAC model with a lot of missing data. On the other hand, 
interpolation  may  discard  potentially  useful  information  or  result  in  artefacts,  e.g.  in  case  when 
second diffraction order scattering band overlaps with a fluorescence peak. 
In  this  work,  a  combination  of  PARAFAC  and  a  bilinear  model  is  suggested  in  order  to  model 
fluorescence  and  scattering  signals  together,  similar  to  multivariate  curve  resolution  (MCR)  with 
trilinear constraints [2]. Currently, the model is fitted by alternating between the PARAFAC step 
and  a  constrained  matrix  factorisation  step.  Implementations  in  MATLAB  and  R  programming 
languages are available. 

 
Figure 1 – Results of the decomposition of a subset of Fluorescence data measured by Åsmund Rinnan and Jordi Riu. 

 
 
The reported study was funded by the Russian Foundation for Basic Research according to the 
research project No. 20-33-90280. 
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In data analysis, how to select meaningful variables is a hot and wide-debated topic and several 
variable selection (or feature reduction) approaches have been proposed into the literature. These 
methods aim at different purposes; they can be used to reduce the number of total variables and 
restrict it to the most significant ones for the problem under consideration, or simply for 
interpretative purposes, in order to understand which variables contribute the most to the 
investigated system. 
In general, variable selection strategies are divided into three main categories: filter, wrapper and 
embedded methods. In addition to these three categories, a further meta-category, presenting 
intermediate characteristics between filter and embedded methods, can be identified. In fact, 
some feature selection approaches, like Covariance Selection (CovSel) [1], provide a filter selection 
based on model parameters embedded in the model building. CovSel is conceived to select 
variables in regression and discrimination contexts, and it assesses the features’ relevancy based 
on their covariance with the response(s). Although variable selection methods are numerous and 
they have been quite widely debated into the literature, most of them refer to contexts in which 
data are collected in matrices, and not in higher order structures. How to assess the relevancy of 
variables in a multi- way context has not been extensively discussed yet. To the best of our 
knowledge, only Cocchi and collaborators developed a variable selection approach for multi-way 
data, extending the application of VIP analysis to high-order structures [2].  
The present contribution, named N-CovSel, proposes to extend the CovSel principle to the N-Way 
structures, by selecting features in place of variables. Three main questions are addressed to 
achieve this: (i) How to define a feature in a N-Way array (Figure 1); (ii) How to define the 
covariance between a feature and a response Y; (iii) How to deflate a N-Way array with regard to a 
selected feature.  
The complete algorithm of N-CovSel will be presented and its theoretical properties discussed. 
Two applications on 3 way real data will be presented, illustrating that the proposed method can 
be differently used, depending on the final purpose of the analysis. In fact, on one side, it 
represents a suitable option for the interpretation of N-way data sets, but, on the other, it can be 
applied prior to any regression or classification model in order to perform the analysis on a 
reduced, highly informative, sub-set of features. 
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           Multilayer  plastics  are  widely  employed  to  improve  the functional properties  of  packaging 
i.e.  thickness  of  packaging,  mechanical  strength,  and  heat  tolerance. On  one  hand,  26%  of  the 
flexible  packaging  market  is  multilayer  plastic  packaging.  On  the  other  hand,  one  of  the  main 
challenges in plastic sorting is the detection, identification, and separation of multilayer packaging. 
Although  some  companies  succeeded  in  the  post-industrial  multilayer  packaging  sorting,  the 
available technologies are limited to some particular polymer types [1]. 
           In  recent  years,  automated  sorting  of  plastic  packaging  significantly  increased  thanks  to 
technological improvements, especially ones based on Near Infrared-Hyperspectral Imaging (NIR-
HSI) [1]. HSIs are non-destructive and fast with minimum sample preparation steps which help for 
the  identification  of  single/multilayer  plastic  streams  integrated  with  pattern  recognition  and/or 
curve resolution techniques.  
           In this contribution, a Multi-Block Non-negative Matrix Factorization model (MB-NMF) [2] is 
conducted for the identification of single/multilayer plastics. In the proposed strategy, the recorded 
HSI of  single/multilayer  plastics  is jointly analyzed  using Multi-Block-NMF  under predefined 
constraints to tackle the possible collinearity of concentration contribution maps of polymers in the 
multilayer block. For this, augmented HIS images are analyzed by MB-NMF and the results are 
present in figure 1. The first two sub-matrices in figure 1 are hyperspectral images of two different 
polymers (Polypropylene and Polyethylene). However, the last image contains multilayer 
packaging and is made of both Polypropylene and Polyethylene. Joint analysis of HSIs with zero-
region  constraints  together  with  selecting  appropriate  spectral  domain  resulted  in  the  accurate 
unraveling of hyperspectral images and correct identification.  

 
Figure 1 – Using MB-NMF for the analysis of HSI data sets for multilayer plastics sorting. The left panel shows recorded 

HSIs (PP; PE; PP/PE). The middle panel shows the unfolded concentration contribution map of PP and PE. The right 
panel indicates the spectral profile of identified polymers. 
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We report the use of ANOVA simultaneous component analysis (ASCA) [1] and Tucker3 modeling 
[2] to analyze multivariate data with an underlying experimental design. By comparing the spaces 
spanned by different model components we show how the two methods can be used for 
confirmatory analysis and provide complementary information. ASCA is used to determine the 
statistical significance of experimental factors and their interactions in a blue crab data set [3]. We 
demonstrate the novel use of ASCA to analyze the residuals of Tucker3 models and determined 
that the original 4x5x2 model [3] was insufficient to fully describe the experimental factors in the 
data set. Increasing the model complexity to 3x7x3 factors removed the last remaining ASCA 
detectable structure in the residuals. Bootstrap analysis of the core matrix values of the 3x6x3 
model compared to the 3x7x3 model showed that one additional triad of eigenvectors was needed 
to describe the remaining structure in the residuals. 
 
We developed a new simple, novel strategy for aligning Tucker3 bootstrap models with the 
Tucker3 model of the original data so that eigenvectors of the three modes, the order of the values 
in the core matrix, and their algebraic signs match the original Tucker3 model without the need for 
complicated bookkeeping strategies or performing rotational transformations [4]. Concerned that 
the 3×7×3 Tucker3 model with 63 core values was overparameterized, we used the bootstrap 
method to determine 95% confidence intervals of the loadings and core values. Important variables 
for clustering were identified by inspection of loading confidence intervals. We found that 21 of the 
63 core values were statistically equivalent to zero at the 95% confidence level and collectively 
only contributed 0.22% of the variance explained by the model, suggesting that the 3x7x3 model is 
parsimonious. While triads of eigenvectors represented by these 21 core values do not contribute 
significantly to the model variance, it was not possible to eliminate them because they share 
needed combinations of eigenvectors in one or two of the other modes that explain a significant 
amount of variance in the data. Because the core matrix in our Tucker3 models is three-way 
orthogonal, constraining even the smallest of these core values to zero produces a completely 
different model structure, making comparative visualizations difficult.    

Considering that tensor 
decompositions are becoming 
increasingly important strategies for 
variable reduction in multiway 
biomarker and bioinformatic 
studies, the above methods offer a 
new reliable strategy for selection 
of model complexity in tensor 
decompositions. 
 
Figure  1: Tucker3  model with a sample 
histogram of a core element. The data set 
is  elemental  analysis  of  blue  crab  muscle, 
hepatopancreas, and gill tissue by ICP-
AES,  48  crabs  x  25  elements  x  3  tissue 
types [3]. 
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The evaluation of the spatial and temporal distribution  and dynamic  variation  of pollutants is an 
important  issue  to  assess  the  anthropogenic  burden  on  the  environment.  Modern  analytical 
techniques  with  a  high  level  of  automation  allow  to  process  several  samples  for  multi-pollutant 
analysis purposes in a short time interval. Moreover real-time or quasi real-time 
instruments/sensors  allow  to  collect  high  frequency  data [1,2].  The  integration  of  the  collected 
information for interpretation is usually challenging considering the overall amount of data and their 
different collection frequency, especially for long term environmental monitoring (several months). 

 
Figure 1 – Data fusion steps (I – II – III) 

We  propose  a  data  fusion  approach  based  on  Self-Organizing  Map  (SOM)  neural  network 
algorithm [3] and 2 nd level abstraction by k-means clustering with the following steps: (I) the high 
frequency data are mined by the algorithms for obtaining recurrent environment “states” (by SOM) 
and “macro-states” (by k-means) described by modeled variable profiles; (II) mid-frequency data 
not used to build the model are related to the “macro-states” to better characterize them; (III) the 
resulting model is used as a legend to contextualize spot sampling and to detect possible outliers 
(Figure 1). Results about air impact assessment near an industrial site [4,5] and preliminary results 
concerning sea water monitoring in the Adriatic Sea (Italy) will be presented. The data were mined 
by SOMEnv, a package with a Graphical User Interface that works in R software environment and 
has several built-in visualization features for high frequency data [6]. 
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MALDI  Mass  Spectrometry  Imaging  (MALDI-MSI)  has  increasingly  emerged  as  a  valid  tool  for 
early diagnosis. The potential of MALDI-MSI approaches resides in providing the spatial 
distribution  of  different  biomolecules,  which  can  be  exploited  for  both  diagnostic  and  prognostic 
purposes  [1–3].  However,  the  application  of  MALDI-MSI  imaging  on  the  heterogeneous  cellular 
composition of tissues such as parotid tissues can bring out difficulties during the data analysis. In 
fact, two levels of complications may occur. Firstly, due to the diverse histological appearances of 
tumour lesions, the recognition of cancerous mass, as well as the distinction between tumour types 
can be difficult in the case of parotid tumour diagnosis. So, it is complicated to identify and label 
each  pixel  correctly,  avoiding  both  an  error  during  the  model  training  step  and  evaluating  the 
results.  Secondly,  reducing  the  number  of  variables  and  selecting  a  correct  number  of  pixels 
representing the tissue is a must for the massive amount of data that this technique generates. 
Finally,  a    suitable  data  pre-processing  is  required  to  reduce  the  influence  of  individual  patient 
signature and generalise the changes related to cancer cell signalling, disease onset mechanisms 
and tumour progression.  
 
This  study  compares  different  approaches  in  order  to  identify  the  optimal  workflow  during  the 
analysis of heterogeneous tissues using a case study regarding cancer on parotid tissues. The raw 
data set was imported and analysed using MATLAB R2021a. Firstly, an exploratory analysis was 
conducted using Principal Component Analysis (PCA). Then, Partial Least Squares Discriminant 
Analysis  (PLS-DA)  was  carried  out  to  identify  specific  alterations  between  the  pathological  and 
healthy groups and to compare the different approaches. Each approach has been investigated at 
pixel level as well as object-wise for the sake of interpretation. As far as the pixels are concerned, 
random  selection  and  the  use  of  a  mask  based  on  the  histological  information  (after  image 
registration)  have  been  compared.  In  order  to  maximise  the  information  related  to  cancer  cell 
signalling,  disease  onset  mechanisms  and  tumour  progression,  different  pre-processing  and 
normalisation  have  been  compared  including  full  range,  PQN,  MSROI  [4]  and  co-localization 
approaches. The optimal approach presented a 95.00% accuracy at pixels level in cross-
validation. 
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Development  of  a  new  in-line  vibrational  spectroscopy  application  often  starts  with  a  small 
feasibility study in the lab where a potential sensor is tested on a limited set of real samples and 
when possible calibrated against a reference. What if you would like to perform a bigger study and 
screen multiple sensors for different composition traits at the same time? How to efficiently perform 
such high-throughput screening and how to critically evaluate results afterwards? 
In  our  study,  a  comprehensive  strategy  combining  different  chemometric  criteria,  methods  and 
approaches was developed and used in high-throughput screening of in-line sensors. Screening 
included four different spectroscopic sensors and more than 20 composition traits in milk.  More 
than 200 milk samples were tested including different milk types and sources: whole milk, skimmed 
milk, standardized milk from multiple production locations and raw milk from a farm.  
Developed  chemometric  strategy  included  three  main  steps:  data  quality  check  (both  reference 
and  spectral  data),  data  preparation  (including  spectral  pre-processing)  and  development  of 
calibration models. During data preparation spectral regions were selected based on the state-of-
the-art knowledge and data-driven approaches. Performance of calibration models was evaluated 
not only by standard figures of merit (RMSEP, R2, RPD) but also on consistency of predictions 
across different cross-validation rounds and different sample types. Finally, practical utility of each 
sensor for each composition trait was assessed to be used in the evaluation of potential benefits of 
the specific in-line application.  
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Digital  agriculture  driven  by  new  intelligent  sensors  is  one  of  the  main  ways  to  improve  farm 
management. Accessing physiological variables such as transpiration (E) and stomatal 
conductance  (gs)  in  real  time  with  optical  instruments  is  challenging.  These  are  the  privileged 
variables  to  detect  water  stress.  In  this  study,  the  objective  is  to  evaluate  visible-near-infrared 
spectral  imaging  data  combined  with  climate  data  to  predict  transpiration  (E)  and  stomatal 
conductance  (gs)  of  grapevine  (Vitis  vinifiera  L.)  plants  by  using  Sequentially-Orthogonalized 
Partial-Least-Square Regression (SO-PLS). 

 

 

 

 
 
 
 

 
Fig. 1 Prediction of E on hyperspectral images of vines under (left) water deficit condition and (right) well 

watered condition. 

A water stress gradient was obtained using pots of three grape varieties (Syrah, Merlot, Riesling) 
tested under  two  water conditions where  precise  monitoring of  physiological variables  was 
performed.  Hyperspectral images were acquired and a weather station provided radiation (Rg), 
relative humidity (RH), temperature (Ta) and wind speed (Ws). For gs, best model is obtained by 
using only spectral data (R²= 0.656, bias=8.76, RMSE=64.7 mmol.m².s-1). For E, the best model is 
obtained  by  using  both  blocks  (R²=  0.699,  bias=0.055,  RMSE=0.614  mmol.m².s-1).  While  E 
prediction  model  has  a  lower  performance  using  only  spectral  data  (R²=  0.625,  bias=-0.02, 
RMSE=0.67  mmol.m².s-1).  These  encouraging  results  offer  prospects  to  combine  data  from 
several sources, including spectral imaging, to detect water stress in grapevines. 

 

 
Fig. 2 SO-PLS-model evaluation on the test set of (a) stomatal conductance and (b) transpiration 
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   The proper and controlled crystallization of cocoa butter is critical during the production of chocolate. 
Tempering  and  cooling/  are  the  two  main  process  steps  where  cocoa  butter  fat  nucleation  and 
propagation of crystallization takes place [1]. It is important in these steps to achieve the formation of the 
right crystal form (β V) of sufficient small size to obtain a tight crystal network that will provide proper 
organoleptic characteristics and long shelf-life to the chocolate. Nowadays, the methods used to evaluate 
the tempering quality of industrial products (i.e., DSC, temper meter) are not sensitive enough to capture 
small differences on the crystalline state of chocolate [2]. Fourier Transform Infrared spectroscopy (FT-
IR) has been used to study the conformation and lateral packing of the acyl chains of pure TAGs (i.e., 
POP, SOS) [3–6]. These studies have shown that different crystal states (i.e., γ, α, β’, β) of the TAGs 
present unique spectral profiles that express a disordered or ordered acyl chain conformation and subcell 
packing.  
   In our study we explored the use of FT-IR by Attenuated Total Reflection (ATR) for the evaluation of 
the crystal state of dark chocolates tempered under different conditions and after different periods of 
storage (i.e., 1 day and 2 months). Since cocoa butter is a complex multiphase system of mixed TAGs, 
the acquired spectra were further processed with Multivariate Curve Resolution (MCR), a method that 
can  explain  complex  chemical  systems  and  find  the  dominant  spectral  profiles  (S)  and  their  related 
contributions (C) [7]. In our study, a variant of MCR, including a dedicated hard-modeling constraint, has 
been  applied  [8].  The  hard  model  implemented  in  the  algorithm  is  the  Avrami  equation,  designed 
specifically to describe parametrically the crystallization process undertaken by chocolate during cooling. 
Such an implementation has allowed a hybrid hard- and soft-modeling of a multiset, where observations 
acquired during the cooling time range and modelled according to Avrami’s equation are coupled with 
blocks of spectra obtained after a certain period of storage.    
   For  our  MCR  analyses  we  analyzed  the  spectral  region  1800-1700cm-1 that  represents  the  C=O 
vibrational modes of the TAG chain. In general, all chocolates at all stages (under cooling and  after 
storage) showed three absorption bands at 1744, 1735 and 1730cm -1, whose relative intensity changed 
according to the physical state (from melt/amorphous to solid/crystalline). The MCR model generated two 
main profiles, one “metastable“ that represents a disordered state of the TAGs and one crystalline profile 
of the ordered state with sharper absorption bands. Both profiles were present in the chocolate after a 
few minutes of cooling, with the contribution of the crystalline profile increasing after prolonged storage 
of up to two months. Depending on the tempering procedure, initial spectral differences were observed 
within the first days, which indicates that some tempering procedures provide ordered crystal network 
than others. However, the chocolates reached very similar stage after prolonged storage (at 18˚C). This 
indicates that the TAG acyl chains are rearranging over time in order to reach the most favorable and 
stable thermodynamic state.  
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Many  rarest  bones  and  human  remains  in  Prehistory  are  much  too  precious  and  considered  a 
cultural and historical patrimony, and so the application of destructive methods -such as 14C- must 
be as limited as possible. The identification and quantification of collagen in archaeological bones 
play a crucial role in the 14C dating protocol because a significant amount of proteins (1% yield of 
collagen) [1] is requested for performing a reliable radiocarbon analysis. The advantages of the 
HSI-NIR  technology  can  be  of  high  impact  in  this  context,  in  particular  regarding  the  non-
destructiveness and the possibility to map, from a spatial extent, the area of the bone in which the 
proteins are more present. A first milestone in mapping collagen in bones by means of HSI-NIR 
was achieved by the authors [2], applying the NDI approach to few archaeological samples. Acting 
upon  this,  a  quantification  model  is  now  proposed  thanks  to  the  analysis  of  60  archaeological 
bones, ranging back from the modern age to more than 50,000 years ago. For the development of 
the PLS regression model, NIR images of both bone powders and fragments were acquired in the 
spectra range 1000-2500 nm (Specim SWIR 3 camera) and then the samples were submitted to 
collagen extraction at the BRAVHO 14C lab, following the procedures of Talamo et al. 20211. With 
a  RMSECV  of  2.2%  wt,  the  proposed  strategy  was  applied  to  unknown  samples  demonstrating 
how HSI-NIR can be a sustainable pre-screening method to quantify the presence of collagen on 
bone samples in a non-destructive way.  
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Wood is a highly exploited resource in several sectors (e.g. pulp, construction, energy), but it is also 
limited. For this reason, waste wood is becoming an appealing alternative material since nowadays 
a large amount remains unused [1]. By 2030, waste wood is estimated to contribute with 59-67 
million m3 to annual European Union wood demand [2].  

There  are  a  bunch  of  reasons  why  recovery  is  important  and  why  waste  materials  should  be 
reused/recycled if possible. Most waste wood can be reused as a building material or for producing 
new composite wood material, recycled into pulp for paper production, or used profitably as a biofuel 
increasing the share of renewable energy production. Only wood with hazardous substances needs 
to be sent to the disposal with no benefits. Even if wood can be recycled into a variety of useful 
products and materials, its recycling potential is still low because of the presence of contaminants 
[3]. In fact, wood is commonly subjected to heat, chemical or mechanical treatments that involve 
preservatives containing organic and inorganic contaminants. Some of those  are hazardous and 
move the bar in the direction of landfilling instead of the more sustainable and cost-efficient recovery 
of the material. It is also important to mention that waste wood recycle or reuse could be maximized 
if the material is properly sorted and handled based on its quality and characteristics. As for other 
sorting processes, near-infrared (NIR) spectroscopy could represent a valid solution for the rapid 
screening of the waste wood material and the assessment of its best reuse.   

To this aim, more than 100 waste wood samples have been collected in different recycling centers 
and  a  panel  board  company  located  in  Italy  and  Denmark.  The  waste  wood  material  has  been 
collected as large pieces of wood in their original form (e.g. items of furniture, fiber board or pallet) 
and each sample has been coded with the most appropriate waste wood category, according to the 
suitable end-use. In detail, three waste wood categories have been considered: i) virgin wood that 
can be used both for panel board production and bioenergy applications, ii) treated wood that can 
be used for panel board production and iii) impregnated and painted wood (disposal wood) that 
should be sent to the disposal  with no reuse. All the samples have been analysed  both in their 
original particle size and after reduction to about 5 cm of particle size to simulate real sorting process. 
Spectra have been acquired both with bench-top and a handheld NIR device. Chemometrics has 
been used for the development of different classification models and evaluating the possibility to 
separate the waste wood material according to the most suitable reuse, i.e. energy production, panel 
board production or landfill (no reuse). The results demonstrated as spectroscopy and chemometrics 
could be a perfect tool for the rapid screening of the waste wood material improving its reuse as a 
valuable resource for the generation of secondary materials. 
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To extract pure component profiles from mixed spectral data multivariate curve resolution (MCR)
methods can be used. Often certain rows and columns of the spectral data matrix are essential for
the outcome, whereas other rows and columns are of minor importance. 
The rows and columns, i.e. the spectra and frequency channels, are represented by data points in
the U- or V-space from the singular vectors of the spectral data matrix. The data points are to be
classified as essential or non-essential. They represent essential spectra and frequency channels. 
We address the question how to detect these essential data points. For model data it is easy to
use only the vertices of the inner polyhedron from the low-dimensional representation of the data
matrix, as known from MCR analysis, but this approach cannot be used for noisy data. Thus, this
noisy data is analysed with the goal of minimal computational costs for large data sets.
An  algorithm  is  presented for this purpose. Active nonnegativity constraints in combination with
duality arguments are responsible for determining the essential spectral information.
The essential spectral information also reduces the dimension, ideally without the loss of chemical
information, which is especially desirable for high-dimensional data. This can speed up MCR
analyses. The suggested algorithm is tested for noisy experimental data. An example is given in
Figure 1.

 

Figure 1 – Spectroelectrochemical data of an anthraquinone system and their representation in the U- and V-space with
marked essential spectral information 
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This work shows that the identification of the purest information encoded in a spectral mixture 
dataset can be performed more easily and reliably by computing first a phasor transform of the 
original measurements. A phasor is a two-dimensional polar plot representing the values of the sine-
cosine  transform  of  a  signal  provided  by  the  fast  Fourier  transformation.  Originally,  the  phasor 
approach  was  proposed  in  electrical  engineering  as  a  simple  way  of  reducing  the  complexities 
resulting from handling single frequency signals [1] and was later adapted to other fields [2,3].  

The phasor transform enables visualizing the information associated to the rows (spectra) of 
a linear mixture dataset by converting each one of them into a point in a bidimensional plot. This 
transformation has interesting features to be exploited for robust and automatic multivariate curve 
resolution.  It  is  fast,  it  can  be  performed  independently  on  every  spectrum  (it  does  not  need  to 
process  the  whole  spectral  dataset  to  evaluate  the  “score”  of  a  given  spectrum)  and,  most 
importantly, it is a linear transformation. This means that the phasor of a mixed spectrum is a linear 
combination  of  the  phasors  of  spectra  of  individual  species.  Thus,  under  proper  normalization, 
pure(st) spectra can be found at the vertices of a convex geometry [4,5] in a two-dimensional phasor 
plot, irrespective of the data dimensionality and the number of such individual species. 

We illustrate here the results obtained from the processing of a seven-component Raman 
hyperspectral dataset [6]. The following figure permits to show results of the convex hull calculation 
in a phasor representation. 

 

Figure 1 – A) Raman hyperspectral data (134x134x1600) of a seven-constituent pharmaceutical formulation. B) Phasor 
representation of all the spectral data (red dots) with their convex hull highlighted in blue and the purest spectral pixels 

identified by applying SIMPLISMA circled in green. C) Profiles of the purest spectral pixels identified  
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Multivariate  Curve  Resolution  (MCR)  is,  by  nature,  a  bilinear  decomposition  method  devoted  to 
solve  the  mixture  analysis  problem.  However,  the  versatility  of  the  MCR  framework  allows 
incorporating trilinear, multilinear or factor interaction models in a multiset analysis context [1]. 

In  difference  with  multi-way  trilinear  decomposition  methods,  the  main  asset  of  MCR  is  the 
possibility to work in a hybrid model context, where part of the multiset information is modeled in a 
trilinear  way  and  the  rest  following  the  natural  MCR  bilinear  decomposition.  Hybrid  modeling  is 
possible because the implementation of the constraint enables the per component and per block 
selection of the information forced to obey the trilinear model. The per component implementation 
of trilinearity appeared first and was applied in environmental data and analytical measurements 
[2].  It  is  more  recent  the  per  block  use  of  the  constraint,  which  has  allowed  combining  the 
information of matrices and trilinear tensors in a single multiset. In contrast with approaches such 
as  Combined  Tensor  and  Matrix  Factorization  (CTMF),  where  merging  this  information  requires 
separate factorizations, the per block application of trilinearity in MCR allows solving the problem 
with  a  single  multiset  factorization  via  a  hybrid  bilinear/trilinear  model,  where  the  blocks  of  the 
matricized tensor obey the trilinear condition and the matrix blocks follow a bilinear behavior. This 
methodology  has  been  successfully  applied  in  3D/4D  image  fusion  problems  [3]  and  in  time-
resolved  fluorescence  methods,  where  exponential  signals,  easily  treated  by  trilinear  slicing 
methodologies, are affected by non-exponential contributions at short time ranges [4]. 

A recent advantage of the use of trilinearity in the MCR context is related to the analysis of trilinear 
data with systematic patterns of missing values, such as those encountered in excitation-emission 
measurements (EEM) when excitation and emission ranges overlap. In this case, the EEM slices 
of  the  data  cube  have  a  large  proportion  of  triangular-patterned  missing  values.  In  trilinear 
decomposition  methods,  the  necessary  data  imputation  to  solve  this  problem  presents  serious 
limitations.  An  important  fact  is  that  these  ragged  tensors,  when  matricized,  become  a  multiset 
without  missing  values,  with  emission  spectra  of  different  lengths.  A  new  implementation  of 
trilinearity,  applied  sequentially  to  small  full  sections  of  the  emission  spectra  information,  allows 
obtaining at the end complete trilinear profiles skipping the limitations of the data imputation step 
[5].           
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The ability to detect and map early infectious outbreaks in orchards with non-destructive methods 
would constitute a substantial advantage in crop protection [1]. In this context, hyperspectral imaging 
has proven to be a promising tool. In order to better exploit the richness of the data, a new method 
is proposed. It consists in exploiting jointly spatial and spectral properties of the hyperspectral images 
with a data fusion method [2]. To apply this method, 16 hyperspectral (111*169*256) SWIR images 
[1000 nm-2500nm] of healthy and scab infected apple leaves were used. For the spatial features, 
the first step is to extract a monochromatic image. It is achieved by projecting the hypercubes on the 
loadings of a PCA performed on all the calibration images. On this image, the spatial features are 
estimated on sub-images of 3*3 px on infected and healthy parts of the limbus. The features are the 
Haralick’s indexes computed from grey level cooccurence matrixes. The second step for spectral 
features, consists in a set of Principal components resulting from a non centered SVD performed in 
each sub-image. The third and last step is to model jointly both type of features with a multiblocks 
method (ROSA-FDA algorithm). The proposed method results in accurate discrimination of healthy 
and infected plants with 8% of errors for the infected spot and 14% of error for the healthy part of 
the leaves. These results outperform the purely spectral approach (14% of error infected spot, 13% 
healthy spot).  
 
 
 
 
 
 
 
 
 

 
Figure 1 : Workflow of the methodology 
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A critical aspect during the industrial production of solid mixtures is the assessment of 
heterogeneity  either  during  the  blending  processes  or  in  the  final  product.  The  use  of  process 
analytical  technology  (PAT)  tools  based  on  chemical  imaging  systems,  such  as  near-infrared 
hyperspectral  images  (NIR-HSI),  are  useful  to  assess  heterogeneity  information  during  mixing 
processes,  because  they  provide  chemical  and  spatial  information  about  samples,  i.e.,  they  tell 
about sample spatial composition [1]. Still, when handling chemical images, common chemometric 
approaches usually overlook this spatial information. 
This work presents a new PAT chemometric tool to take advantage of the spatial information from 
chemical  images  for  blending  process  endpoint  detection.  The  strategy  is  based  on  a  first  step 
linked to HSI unmixing analysis [2], which provides distribution maps that offer a good qualitative 
visual representation of the evenness in the spatial distribution of every mixture ingredient in the 
image collected during the blending process. From these distribution maps, an extraction of spatial 
features is carried out with 2D wavelet decomposition [3]. The last step consists of the use of the 
wavelet  spatial  features  as  input  to  a  multivariate  statistical  process  control  (MSPC)  model  to 
obtain statistical indicators, such as the Q-residuals or Hotelling’s T2, and test whether the blending 
process has reached the endpoint, i.e. the statistical indicator are below the control charts limits. 
The MSPC model and statistical control limits are previously built based on features extracted from 
distribution maps at the blending endpoint of acceptable batches. 
The methodology has been tested for the blending process endpoint detection of a pharmaceutical 
formulation monitored atline with a pushbroom NIR-HSI system. The results obtained have proven 
that  this  new  PAT  tool  is  a  powerful  methodology  allowing  the  detection  of  blending  endpoint 
based  on  the  spatial  information  extracted  from  chemical  images.  This  strategy  can  be  easily 
adapted  to  the  control  of  blending  processes  continuously  monitored  with  any  kind  of  machine 
vision system or instrumental technique that can provide spatially resolved responses. 
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The development of Fourier Transform Infrared (FT-IR) spectroscopes in 1950s gave rise to the 
development of pre-processing and modelling approaches to analyze spectroscopic data. Data from 
conventional  FT-IR  instruments  are  broadband  spectra  comprising  thousands  of  highly  collinear 
variables. Nowadays, there exists a number of methods for the preprocessing and modelling of the 
FT-IR broadband spectra. Different preprocessing approaches range from basic baseline 
corrections,  peak  normalizations  to  model-based  preprocessing  methods  such  as  Multiplicative 
Signal Correction (MSC) [1]. Among modelling approaches, standard chemometrics method such 
as  Partial  Least  Squares  Regression  (PLSR)  is  known  to  perform  well on  the  broadband  FT-IR 
spectral data [2]. The strength of the method is that it reduces dimensionality of the variable space 
and transforms it into much smaller dimensional space of latent variables. Methods like Random 
Forest (RF) is also known to work well on the broadband FT-IR spectra [3], however the collinearity 
of the variables makes the method difficult to use when variable selection or interpretation is of a 
high importance for the analysis.  
Modern  IR  devices  such  as  light-emitting  diodes  (LEDs)  and  quantum  cascade  lasers  (QCLs) 
produce  data  with  limited  number  of  wavenumber  channels  which  we  will  refer  to  as  sparse  IR 
spectral data. The increasing interest in the photonics solutions in food industries and other fields 
creates a need for preprocessing and modelling approaches for the sparse data produced by the 
devices. This is a challenge since only a few spectral variables are available for the analysis. 
In  this  study  we  focus  on  selecting  the  best  method  for  the  analysis  of  the  sparse  data:  both 
preprocessing  and  modelling.  We  compare  PLSR,  RF  and  standard  Multiple  Linear  Regression 
(MLR) methods to find the optimal modelling algorithm. We employ model-based pre-processing 
approaches like MSC, baseline corrections and peak normalization as well as raw spectra where 
appropriate. To improve modelling results, we suggest an approach to increase the number of the 
spectral wavelengths which has direct application for photonics solutions’ architecture. The approach 
improves dramatically the performance of the models even for the very limited number of spectral 
wavelengths - three to five. 
Both regression and classification problems are considered in the study. Different datasets are used 
to show the results. To mimic photonics data, the sparse data were obtained by reducing broadband 
FTIR  spectra  comprising  several  thousand  spectral  variables  into  datasets  comprising  only  few 
(three to nine) spectral variables. The results of the modelling are compared for the sparse spectral 
data, for selected wavelength regions and the full spectral range available in the infrared. 
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Parmigiano Reggiano cheese is one of the most appreciated and famous Italian cheeses and even 
if  its  name  is  usually  associated  with  a  single  product  idea,  different  varieties  can  be  found.  In 
particular, the product “Prodotto di Montagna - Progetto Qualità Consorzio (“Mountain Product  - 
Consortium  Quality  Project”)  represents  a  quality  denomination  for  Parmigiano  Reggiano  PDO 
(Protected Designation of Origin) cheese that must comply with rather strict rules about its aging, 
geographical origin and the cow feed and breeding. 
 
In this scenario, there  has been  an increasing request from both dairy farmers and consortia to 
protect the authenticity of  Mountain Product  Parmigiano Reggiano  PDO from analogues, and to 
promote  it  as  a  higher  quality  product.  To  this  aim,  comprehensive  analytical  techniques  can 
provide  objective  quality  and  identity  assessments  and  proton  nuclear  magnetic  resonance  (1H-
NMR) spectroscopy can be used as a tool for metabolic fingerprinting of milk and its derivatives [1-
2]. NMR spectroscopy can provide huge amounts of information directly related to many 
metabolites with a single analytical run, and it can be therefore used for the identification of sugars, 
small  organic  acids,  vitamins,  nucleotides,  and  aromatic  compounds.  Due  to  the  NMR  signals 
complexity, multivariate data analysis is needed to interpret and extract information from this type 
of data, generally leading to optimal results in food characterization and authenticity assessments 
[3–4]. 

 
In  this  study  the  metabolic  profile  of  “Mountain  Product  - 
Consortium Quality Project” and conventional Parmigiano 
Reggiano PDO samples were analyzed by means of 1H-NMR 
spectroscopy,  with  the  aim  of  finding  information  useful  to 
distinguish the two denominations. To this aim, two different 
data  analysis  approaches  were  employed:  the  full  spectra 
dataset (i.e., without any compression) was compared with a 
“features  dataset”  obtained  by  applying  Multivariate  Curve 
Resolution (MCR, [5]) to carefully defined small intervals. The 
extracted features were compared and matched with literature 
and reference libraries to obtain a putative identification of the 
resolved compounds/metabolites. 
 
 
Figure 1 – Chemical identification of MCR-resolved components (b–e) by 
comparison with a reference library (f). 
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From a criminalistic point of view, the accurate dating of biological traces found at the crime scene, 
together with its compatibility with the estimated crime perpetration timeframe, enables to limit the 
number of suspects by assessing their alibis and clarifying the sequence of events. The present 
study  delineates  the  possibility  of  dating  biological  fluids  such  as  semen  and  urine,  as  well  as 
blood traces, by using a non-destructive analytical strategy based on hyperspectral imaging in the 
near infrared region (HSI-NIR), coupled an integrated strategy that combines object-based image 
processing and multivariate regression. 
 

 
Figure 1 – Color maps related to the different fluids on the two supports. AT = actual time (hours); PT = predicted time 

(hours) obtained by application of PLS regression. 
 

Investigated  aspects  of  the  present  study  include  not  only  the  progressive  degradation  of  the 
biological  trace  itself,  but  also  the  effects  of  its  interactions  with  the  support  on  which  it  is 
absorbed, in particular the hydrophilic vs. hydrophobic character of fabric tissues (Fig. 1). Results 
are  critically  discussed,  highlighting  potential  and  limitations  of  the  proposed  approach  for  a 
practical implementation [1].  
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A  novel  chemometric  approach  is  proposed  to  analyze  high-dimensional  data  collected  from 
unbalanced designs of experiments. It combines a rebalancing strategy based on unique 
combinations averages with the ASCA method under the name Rebalanced ASCA (RASCA) [1]. 
The ability of RASCA to handle unbalanced designs was compared with classical ASCA, as well as 
some of its latest improvements, such as ASCA+ [2] and WE-ASCA [3]. Figure 1 briefly describes 
the RASCA algorithm. 

 
Figure 1 – Description of the main steps (1 to 6) of the RASCA algorithm. 

 
A framework was designed to provide a systematic comparison of the various approaches. For that 
purpose, a real dataset obtained from an initially balanced design was gradually unbalanced in a 
controlled fashion by removing observations belonging to specific combinations of factor levels. This 
allowed an objective evaluation of the ability of the different methodologies to handle increasingly 
unequal group sizes. ASCA+ and WE-ASCA both aim at solving biased parameter estimators in 
unbalanced  designs  using  different  effect  coding  approaches  under  the  general  linear  models 
methodology.  However,  the  effect  matrices  obtained  with  both  methods  are  not  all  mutually 
orthogonal. Even though WE-ASCA interaction effects are orthogonal to the main effects, the latter 
are not mutually orthogonal. RASCA offers the great advantage to solve this issue, which may be of 
utmost  importance  for  the  interpretation  of  models  when  facing  unbalanced  designs,  while  also 
providing unbiased parameter estimators. Overall, the comparison of RASCA with state-of-the-art 
methods demonstrated its adequacy to handle unbalanced designs.  
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Many  modern  analytical  methods  are  used  to  analyze  samples  issued  from  an  experimental 
design; for example in medical, biological, chemical or agronomic fields. Those methods generate 
most  of  the  time  highly multivariate  data  like spectra  or  images,  where the  number of  variables 
(descriptors) tends to be much larger than the number of experimental units. Therefore, 
multivariate  statistical  tools  are  needed  to  highlight  variables  that  are  consistently  modified  by 
experimental factors. 

Two methods developed around ten years ago, ASCA [1] and APCA [2], combine ANOVA 
decomposition and PCA to visualize those data in a reduced space and to take into account the 
information from the experimental design. However, these methods are only correct in the case of 
a balanced design, which represents a major limitation in real case studies. 

In this regard, Thiel et al. [3] exposed two new approaches, ASCA+ and APCA+, in which 
the General Linear Model (GLM) is used instead of ANOVA. These methods give the same results 
for  the  balanced  cases  and  correct  the  bias  for  the  unbalanced  cases  by  using  Ordinary  Least 
Squares  (OLS)  estimators  rather  than  simple  differences  of  means  to  estimate  the  parameters. 
The GLM approach is applicable to all ANOVA models with fixed categorical effects and can also 
be extended to models including quantitative factors. 

This  work  presents  the  implementation  of  the  R  package  LMWiRe,  standing  for  Linear 
Models for Wide Responses, which allows the statistical analysis of wide response matrices using 
the ASCA+ and APCA+ methods [4]. The package offers a comprehensive workflow first to explore 
the data set of interest, then to fit a chosen model to the data and finally to analyze the model 
results through a wide variety of statistics, tables and graphics. 

LMWiRe presents different advantages compared to other software in this field: (1) it is able 
to treat any balanced or unbalanced experimental design for fixed categorical factors, (2) it offers 
optimized methods to calculate effect importance and test their significance, (3) it allows the user 
to represent data and ASCA/APCA results with various and rich ggplot2-based graphical outputs 
that are highly customizable and (4) the package is open to future extensions to more 
sophisticated  statistical  models.  The  package  is  now  available  on  GitHub  with  two  detailed 
vignettes and a user’s manual. Its use will be illustrated on a metabolomic data set obtained by 1H-
NMR spectroscopy. 
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Experimental  designs  (DoE)  are  widely  employed  to  ensure  optimal  or  good  experimention  and 
data analysis. We propose to utilize a DoE perspective also for the study of chemometric models. 
Cross-Validation in various flavors is widely used as part of internal validation as well as to guide 
model selection, e.g. in hyperparameter optimization.  
 
From  an  experimental  design  perspective,  repeated  cross  validation  yields  data  with  test  cases 
partially crossed with the surrogate models. We discuss two models of this structure: 
 
 (a)  (ŷ – y)case, model = b    + σcase + σmodel + σcase × model 
 (b) (ŷ – y)case, model = b0 + b1 ⋅  ycentered  + σcase + σmodel + σcase × model 
 
to decompose cross-validation residuals (ŷ – y)case, model  into bias and variance terms: bias b or b 0 
for  systematic  over-  or  underprediction  and  b1  covering  bias  towards  the  mean  such  as  due  to 
heavy  regularization,  and  variance  terms  for  case-to-case  variance  σ²case,  overall  performance 
variation  between  the  surrogate  models  σ²model,  and  a  residual  (interaction)  term  σ²case  ×  model  for 
instability in the predictions that is individual for cases and surrogate models. 
Partitioning (a) is a bias-variance decomposition of MSE CV up to differences between degrees of 
freedom according to structure (a) and the total number of predictions in MSECV. 
 
The models may be further adjusted to the situation at hand, e.g. with additional terms for replicate 
cases,  by  dropping  non-significant  terms,  or  by  grouping  σ²model  and  σ²case × model into  a  single 
σ²instability. 
 
As an example, figures 1 and 2 illustrate models (a) and (b) for 10 × 10-fold cross-validation of 
PLS  models with up to 10 latent variables of the well-known “gasoline” data set [1].  
 
In future, we expect such insight into the structure of prediction error to be useful for model tuning. 
 

           
 
References  

Figure 2 – Model terms/effect sizes for model (b), in 
y-units,  with bootstrapped confidence intervals (2.5 
to 97.5 %). Model instability (σ²model + σ²case × model) is 
minimal  at  4  l.v.,  while  σ²case  decreases  until  7  l.v. 
Bias towards the mean b1 is insignificant for > 2 l.v. 

Figure 1 – MSE-like decomposition according to 
model (a). CV error is dominated by case-to-case 
variance, there is no noticeable additive bias b0.  
(1 l.v. model omitted due to dominating the scale) 
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The neuronal protein Tau plays an important role in facilitating the assembly and stabilization of 
neuronal microtubules, but, in pathological conditions it detaches from the microtubules and forms 
aggregates in the cytosol [1]. Whereas the accumulation of these Tau aggregates is important in 
many  neurodegenerative  diseases  such  as  Alzheimer’s  or  Parkinson’s  disease,  more  recent 
studies in animal models have shown neurodegeneration can also happen without these 
accumulated aggregates [2]. Little  is  known about these  smaller aggregates because  their 
visualization requires advanced imaging techniques such as super-resolution fluorescence 
microscopy. 
In this study, we used super-resolution microscopy to  visualize and quantify this Tau aggregate 
degradation  process  in  an  engineered  cell  model  (QBI-293  Clone  4.1  cells  [3])  expressing  4R-
P301L-GFP tau. The Tau aggregates are maintained in these cells using the drug doxycycline, but 
once it is removed, they will degrade over the course of several days (Fig. 1).  
 

 
Figure 1 – Degradation process of Tau aggregates in an engineered cell model (QBI-293 Clone 4.1 cells) expressing 
4R-P301L-GFP Tau, after removal of doxycycline (Dox). Clusters are pseudo color coded after Voronoi segmentation. 

 

Super-resolution microscopy uses fluorescent labels that stochastically switch between an on and 
off  state,  which  allows  to  image  only  a  sparse  subset  of  the  labels  at  once.  These  labels  were 
localized (x,y-coordinate extraction) over the course of several thousands of frames to visualize the 
Tau aggregates with a high spatial resolution (up to 20-30 nm) and then clustered using Voronoi 
tessellation (Fig. 1). To quantify the aggregate compositions after clustering, we developed a point-
cloud  descriptor  method  to  characterize  them  using  only  the  raw  localizations  (e.g.,  geometric, 
skeleton, etc. properties), and then used multiple supervised classification algorithms. The different 
methods were trained and  validated on a subsample of the data (ground truth established by a 
human  expert;  ~15%  of  the  total  data)  and  we  found  that  Random  Forest  classification  [4]  in 
combination with variable selection (15 out of 65 descriptors) gave the best classification results (1 
class 80% accuracy, the others 90+%). Using this model on the remainder of the data, we found 
that the aggregate composition remains relatively stable early on (up to day 4), but at later time 
points  large  aggregates  (neurofibrillary  tangles  and  precursors)  are  rapidly  degraded  whereas 
linear fibrils persist and are resistant to degradation. 
To sum up, we believe that using this novel shape descriptor method on the raw localizations of 
super-resolution microscopy images in combination with different chemometric techniques helps in 
the unbiased quantification of complicated biological processes and have applied it to describe the 
degradation process of Tau aggregates. 
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For years, calibration transfer has been an important research area within vibrational 
spectroscopy. With increasing practical applications, and increasing availability of handheld low-
cost  spectroscopy  systems,  the  concept  of  transferring  a  calibration  from  one  spectrometer  to 
another  while  retaining  model  accuracy  and  precision  is  gaining  significance.  Most  calibration 
transfer  methods  require  access  to  both  target  and  source  spectrometers,  or  at  least  samples 
measured on both. In some cases, this is not feasible.  
Here  we  present  a  calibration  transfer  method  that  does  not  require  access,  nor  samples 
measured on both spectrometers. Using this approach, we also present results from transferring 
models between two datasets where traditional transfer methods are not feasible: where the data 
was  taken  years  apart  and  the  source  instrument  is  no  longer  available.  The  two  studies  both 
investigate  prediction  of  fatty  acid  composition  in  salmon  using  Near-Infrared  (NIR)  and  Raman 
spectroscopy, respectively. The first study was performed to investigate the genetic impact on fatty 
acid composition and to develop an analysis method for bred salmon [1]. The second study was 
performed to develop a NIR and Raman quality inspection technique for farmed salmon based on 
fish  fed  different  diets.  The  two  studies  were  done  years  apart,  with  different  instruments,  with 
different sample handling, and different sample composition. Despite these differences, a relatively 
simple  calibration  transfer  was  still  successful  both  for  Raman  and  NIR.  Figure  1  illustrates  the 
performance  of  the  transfer  with  predictions  plotted  against  the  references  for  both  source  and 
target datasets. In the presentation, the approach and the results will be presented together with a 
critical discussion on the potential use of the approach.  

 
Figure 1 – Raman predictions plotted against the references for both the source and target datasets, using models 
based on the source dataset. The NIR dataset has similar performance. The source dataset was cross validated. 
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Microplastics (MPs), defined as polymeric particles with size below 5 mm, are ubiquitous pollutants 
encountered in all planet ecosystems and across all trophic levels. Bivalves as filter feeders are 
capable  to  accumulate  particulate  matter,  and  ingestion  of  MPs  by  these  organisms  is  well 
documented.  One  of  the  common  saltwater  bivalves,  mussels,  was  proposed  as  an  indicator 
species for MP contamination in seawater.  
The objective of this work was feasibility study of the NIR Hyperspectral imaging for identification 
of particles extracted from  bivalve tissue. The mussel Mytilus spp and the cockle Cerastoderma 
edule specimens were sampled weekly during winter and summer in the Aveiro lagoon. After soft 
tissues digestion using alkali (KOH) and filtration, particles that presented no cellular or organic 
structures visible inside and kept the structure when prodded were counted as potential MPs. NIR 
hyperspectral  images  of  the  visually  sorted  particles  arranged  on  the  microscopy  slides  were 
recorded using a benchtop HSI system (FX17e HyperSpectral LabScaner, Specim, Finland) in the 
wavelength range 900–1700 nm with spatial resolution 17 µm. MPs identification was done using 
FT-MIR  spectroscopy.  ROIs  corresponding  to  the  individual  particles  were  identified  in  the  pre-
processed NIR images by analyzing false color images and using optical microscopic images as a 
reference. Geometrical parameters and mean spectrum of each particle were computed. The PLS-
DA classification models were developed using extracted spectra and MPs identification obtained 
by  FT-MIR  as  a  reference.  This  study  confirmed  potential  of  NIR  imaging  as  a  rapid  MPs’ 
identification tools highlighting importance of reference materials for the characterization of MPs in 
the environment.  
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High  quality  wine  grapes  are  fundamental  to  produce  the  most  appreciated  wines.  Grapevine 
nutritional status during the growing and ripening season is therefore of utmost importance. The non-
destructive and in-field measurement of the nutritional content will generate real time nutritional data 
that could be used in the benefit of wine grape production. The combination of infrared spectroscopy 
with chemometrics provides the means to obtain such information. However, during the growing 
season chemical, physical and morphological changes take place in the shoots, leaves and berries 
of the vines. Accurate calibrations to quantify nutritional content are not yet available, but before 
calibrations  are  attempted,  the  changes  of  the  spectral  properties  occurring  during  the  growing 
season should be explored. This investigation therefore aimed at exploring the infrared spectral of 
fresh grapevine shoots, leaves, and berries throughout the grapevine growing season with the use 
of the self-organising maps (SOM). SOM is a type of neural network applied to large and multi-
dimensional datasets, making it particularly suited for spectral data. Mid-infrared (MIR) and near-
infrared (NIR), with a solid probe (NIR-SP) and a rotating sphere (NIR-RS), were used for spectral 
data  acquisition.  Spectral  data  from  shoots,  leaves  and  berries  was  obtained  monthly  from 
November  to  March  across  two  vintages  (2019-2020  and  2020-2021).  Five  locations,  seven 
cultivars, and 17 commercial vineyards were included. The unsupervised SOM analysis showed the 
most  considerable  clustering  based  on  organ  type.  Additionally,  separation  trends  based  on 
phenological stage were also observed. Further investigations per organ showed separation based 
on phenological stage for berries and shoots, and shoots based on lignification. Considering the 
observed clustering, supervised SOM were examined for classification. The accurate prediction of 
organ at 90.3% was possible for the NIR-SP. Overlapping of various phenological stages were seen 
for the grape berry datasets, but prediction improved to 85.6% for NIR-RS when certain phenological 
stages were grouped together. Accurate predictions of lignified and unlignified shoots were also seen 
for both NIR techniques at 74.4% and 89.9% respectively. Following variable selection with OPLS-
DA and S-plots, the prediction of shoots and leaves improved by 14% for the NIR-RS. The prediction 
of lignified and unlignified shoots improved considerably to 92.3% for the NIR-SP and 95.9% for the 
NIR-RS.  This  study  showed  the  extensive  information  available  in  the  infrared  spectra  of  fresh 
grapevine  organs  and  how  the  information  could  be  used  to  achieve  important  clustering  and 
classification  objectives  and  finally  to  attempt  the  optimisation  of  specialized  calibrations  for 
nutritional content in grapevines. 
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Detection  of  unknown  compounds  requires  accurate  structural  elucidation  which  is  challenging 
using only a single analytical techniques. However, infrared ion spectroscopy (IRIS) combines the 
advantages  of  infrared  spectroscopy and mass spectrometry  providing mass-selective  IR  spectra 
[1]. The IR features provide structural information to link functional groups into group frequencies. 
So, IRIS is able to provide detailed structural information  with a great potential to the unknown 
metabilte identification [2]. Finally, for the sake of identifaction, the recorded IR spectra can be 
compared to reference IR databases measured from standards or predicted by quantum-chemical 
computations [1-2]. 
 

 
Figure 1 – A summary of peak annotation of a IR spectra from Human metabolite data bank (HMDB).  

 
Such comparison requires a well-defined matching score tolerant to experimental artifacts within 
the recoded spectra, e.g. offset and sloping of baseline as well as variations in the absolute values 
of peaks and broadening. Meanwhile, analysis of IRIS spectra poses several challenges due to the 
complexity  of  the spectra, laser  energy  effect  and  high  energy  states [1-2]. Although  peak 
similarity has been started with functional group matching in the area of analytical chemistry [3], it 
turned  into mathematical  indicators  like  “angle”  and/or “distances” [3]; parameters that do not 
consider chemical relevance and heavily rely on large parts of the peak, not the details.  
Here,  we  propose  a  chemically  transparent  and  effective  alternative  for  cosine  spectral  peak 
matching. The proposed peak annotation strategy, incrementally calculates the spectral similarity 
based on the local spectral features (see fig. 1). Lastly, the proposed scoring index was exemplified 
using human metabilte data base.  
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The  analysis  of  Volatile  Organic  Compounds  (VOCs)  found  in  complex  biofluids  (volatolome)  is 
crucial for the diagnostic of many medical conditions. Its complexity raises from the high number of 
VOCs present, ranging in the hundreds [1], and their high variability, as many are exogenous. 

The  analysis  of  VOCs  is  often  challenging,  due  to  their  usual  low  concentrations  and  intrinsic 
volatility. Several techniques exist, being the one of the most popular the use of Gas 
Chromatography  (GC),  coupled  to  a  mass  spectrometer  (GC-MS).  Alternatively,  a  GC  can  be 
coupled to an Ion Mobility Spectrometer (GC-IMS). GC-IMS operates at ambient pressure, and it 
requires none or very little sample pretreatment. While a GC-IMS does not have the resolution we 
find on a GC-MS, it’s a more affordable instrument providing a fast and reliable response. 

A  GC-IMS  sample  can  be  represented  as  an  intensity  matrix,  with  the GC  retention time  in the 
rows and the IMS drift time in the columns (Fig.1). The data analysis pipeline comprises of several 
steps, including baseline correction, alignment, deconvolution and peak detection and matching, 
leading to a peak table. Many algorithms already exist to address those signal processing steps. 

Still,  GC-IMS  samples  have  specific  requirements  that  need  tailored  signal  processing.  For 
instance,  compared  to  GC-MS,  GC-IMS  peaks  tend  to  be  wider  and  have  longer  tails  in  the 
retention time. This peak shape and a dense peak distribution make the merging of peak lists into 
a  peak  table  a  challenging  problem.  Some  analysis  pipelines  avoid  this  peak  matching  step  by 
modelling  the  full  IMS  spectra,  missing  the  interpretability  of  a  peak  table,  other  pipelines  use 
strategies based on the nearest peak [2], or are limited to few manually annotated peaks. 

In this work, we will compare and benchmark several peak matching algorithms, applying them to 
complex  human  urine  samples.  The  comparison  includes  k-means,  k-medoids  and  hierarchical 
clustering methods, provides criteria to determine optimal clustering parameter values and 
explores the stability of the solutions with respect to the clustering parameters. 

 
Figure 1 – Example of a GC-IMS urine sample 
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Multivariate calibration models are largely used nowadays for quality control processes that involve 
chemical quantification of products in an efficient non-destructive way. After models are built and 
deployed to use them for prediction, the success of multivariate calibration depends on the validity 
of the models in the long term. Ensuring such validity comprises the study of model maintenance 
which involves the performance monitoring of the model and its correspondent adaptation when 
degradation  or  model  drift  is  detected.  Model  monitoring  has  been  an  active  topic  of  research 
largely focused on applications where models operate on-line and individual samples are inspected 
to detect outliers and possible leverage points [1,3]. Likewise, the study of model update has taken 
place in the context of parameters update with the acquisition of individual samples and their new 
reference  values  [1,2].  From  a  more  practical  perspective,  monitoring  strategies  have  been 
disseminated in the form of roadmaps to detect not only outliers in new datasets, but also model 
drift using new reference analyses in a time period after the calibration model was built [3]. In the 
current work, we have developed a strategy for model monitoring of a multivariate nature where 
the model drift is quantified based on model comparison and not on distance quantification of new 
samples.  Such  a  strategy  is  suitable  for  use  with  calibration  and  test  data  whose  reference 
analyses  are  available  from  the  moment  the  model  was  built  and  a  separate  set  of  spectral 
samples from a future time point at the moment of monitoring. The strategy particularly focuses on 
bias  drift  of  the  calibration  model  and  spectral  variability  drift.  In  conjunction  with  the  proposed 
model monitoring strategy, a framework for model update has been developed in which different 
categories of methods are mapped to the detected model drift. The strategies here presented have 
been applied to real case studies in the agrofood industry with samples measured in different time 
frames and multiple times points.  
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Figure 1 – Multivariate scores monitoring in apples dataset. Monitoring values lower 
than 0.5 are marked in red 
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Uniform  Manifold  Approximation  for  Projection  and  Dimension  Reduction  (UMAP)  is  getting 
increasing attention in the machine learning community, though it is not without controversy. It is 
used both as a visualization tool and as a dimension reduction tool, often as a preprocessing step 
for classification. The mathematics involved  in the develop of UMAP  is  beyond all but the most 
mathematically savvy. However, it is possible to show how UMAP maps the original data space 
into its own embedding space. We illustrate this with several examples. This visualization helps 
users understand what UMAP is doing, even if they don’t understand exactly how it gets there. 
This  visualization  is  also  useful  going  forward  when  developing  classifiers  based  on  UMAP 
compression.  
 
As an example of the potential of UMAP, consider below the results of a Principal Components 
Analysis of the Chimiométrie challenge data from 2018 [2]. The data consists of the NIR spectra 
from 3908 samples of 10 different food stuffs. The PCA scores show considerably overlap among 
the  10  classes  (below,  left)  while  the  (unsupervised)  UMAP  embeddings  separate  the  classes 
widely and almost perfectly (below, right).  
 

  
Figure 1 – Principal Components Analysis Scores for Chimiométrie Challenge Data (left) Compared with UMAP 

Embeddings (right).  
 
While the above example is compelling, the jury is still out on whether UMAP will be a generally 
useful tool  in  the chemometrics  community.  We  do, however,  have  suggestions based  on 
experience so far as to how to best use it in chemical applications.  
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Domain adaptation (DA) in general and domain-invariant representation learning in particular, has 
recently  emerged  as  useful  approach  to  model  maintenance  and  updating  without  reference 
standards or labeled data (e.g., spectra + reference measurements) [1,2]. The theory of learning 
from  different  domains  provides  upper  bounds  for  generalization  under  dataset  shift  (i.e.,  when 
marginal and/or conditional distributions of training and test data are different) [3]. However, these 
bounds can either not be computed for finite samples or are too loose, which makes it difficult to 
estimate the generalization error of a (calibration) model in some target domain or to decide if (and 
how) a model can be updated to restore the required accuracy/precision. In the current 
contribution, we present a novel measure to assess if a source (or domain-invariant) calibration 
model will generalize to a target domain. The main underlying hypothesis is that generalization will 
succeed  only  if  the  corresponding  features  encode  both  common  (in  a  data  fusion  sense)  and 
domain-invariant (i.e., in terms of distributional properties) latent information. We have empirically 
explored (and validated) this hypothesis based on simulated and real-world data. 
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Within the context of PLS regression, VIP index is extensively used to highlight the importance of a 
given predictor for setting up a PLS model. It was introduced in [1] and further discussed in [2]. 
Very often, it is used as a means to select meaningful variables by retaining those variable with a 
VIP index larger that a pre-specified cut-off value. However, VIP index is commonly defined within 
the  context  of  PLS1  regression  (i.e.,  one  response  variable).  Its  extension  to  the  case  of  a 
multivariate response variable is simply hinted to in [3] but not formally defined.  
The purpose of the present communication is to extend the VIP in several directions: 
 (i) Assessing the variable importance in the case of PLS regression with a multivariate response 
variable. 
 (ii)  Assessing  the  variable  importance  of  a  subset  of  predictive  variables  and  not  merely  one 
predictor at a time. In particular, we may assess the importance of a whole block of variables within 
the  context  of  multiblock  data  analysis.  In  spectroscopy,  this  may  be  useful  to  assess  the 
importance of a whole spectral band in a PLS model. 
(iii) Adapting VIP index to the framework of Principal components analysis. We believe that VIP 
index could be as useful in this context as it is in the context of PLS regression. 
Furthermore,  we  set  a  hypothesis  testing  framework  based  on  permutations  to  assess  the 
significance of the VIP values. 
 
Illustrations of the various aspects outlined herein are shown based on real datasets. 
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Spent nuclear fuel (SNF) reprocessing is intended for recovery of uranium, plutonium and 
several  other  important  elements  in  order  to  employ  them  further  as  components  for  nuclear 
products.  The  technological  process  applied  for  reprocessing  is  called  PUREX  (Plutonium  – 
Uranium Extraction). During this hydrometallurgical process SNF is dissolved in concentrated nitric 
acid and then the fuel components are separated from each other through the series of 
extraction/back-extraction steps between aqueous and organic phase to obtain target components.  
The SNF reprocessing media is very challenging object for chemical analysis due to the complex 
composition of the media, its’ high radioactivity  (bulk specific activity up to several dozens Ci/L) 
and strong acidity (up to 10 M of nitric acid). Still, it requires a thorough analytical control at every 
stage  to  ensure  the  process  safety  and  normal  conditions.  Currently,  there  are  no  methods 
available  for  on-line  monitoring  and  process  streams  are  only  analyzed  with  sampling  methods 
after  multiple  dilutions  to  decrease  radiation  burden  for  personnel  and  to  ensure  appropriate 
functioning  of  the  analytical  instrumentation,  like  inductively  coupled  plasma  atomic  emission 
spectrometry and mass spectrometry. This leads to the fact that the results of element 
quantification are available only several hours after the sampling and timely process management 
is not possible. There is a compelling need in the development of on-line methods for analysis of 
SNF media. 
 Two different types of analytical instruments are currently being explored for this purpose: 
optical fiber probe spectrometry and electrochemical sensor arrays. Both of these methods do not 
provide  for  sharp  selectivity  in  such  a  complex  media  as  SNF  reprocessing  solutions,  and  thus 
require  thorough  and  dedicated  data  processing  to  extract  useful  chemical  information  from 
unresolved and noisy responses.  

This presentation is intended to overview the contribution of chemometrics to the 
development of on-line tools for SNF reprocessing monitoring. Started about 10 years back from 
pretty  simple  model  solutions,  today  chemometrics  has  allowed  developing  of  the  analytical 
methodologies  for  UV-Vis  spectrometry  and  potentiometric  mutisensor  systems  that  help  to 
quantify plutonium, uranium, thorium and other important analytes in real SNF process streams. 
The use of such classical chemometric tools as PLS and MCR-ALS yields reliable models capable 
of providing important information on the composition of SNF media [1,2]. The application of non-
linear dimensionality reduction tools (isomap, SOM) allows getting useful insights into the process 
trajectories, while non-linear regression methods (kernel-regularized least squares, random 
forests) yield improved precision in quantification of radionuclides in complex process streams [3]. 
The  advantages  and  challenges  of  applying  chemometrics  for  nuclear  fuel  reprocessing  will  be 
discussed in the presentation. 
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Gas  chromatography  hyphenated to  ion  mobility  spectrometry  (GC-IMS)  is  a  powerful  two-
dimensional  separation  and  detection  technique  for  volatile  organic  compounds  (VOC).  Low 
detection limits (low ppb to ppt by volume), high selectivity and robust operation characterize it as 
an  ideal  tool  for  non-target  screening  (NTS)  of  complex  sample  materials  [1].  Due  to  the  high 
sensitivity, headspace sampling without enrichment is commonly used. Exhaust gas analysis from 
fermentations allows to generate profiles of volatile, extracellular metabolites without interference or 
contamination of the process, as it is easily available. The obtained 3-dimensional GC-IMS data 
(Figure 1) can then be used to characterize the fermentation and predict target variables that are 
difficult to be measured directly e.g., the formation of a product or potential deviations in a process. 
 
This talk presents results from an offline proof-of-concept study which demonstrates that E. coli, 
S. cerevisiae, L. brevis and P. fluorescens can be categorized simply by VOC profiling as a first step 
towards detecting contaminations. Further, the transition to online measurement and data analysis 
with a new GC-IMS prototype are explained. Data analysis was carried out using the new inhouse-
developed Python package  “gc-ims-tools” for data specific I/O, preprocessing, and visualizations 
which is available under the BSD 3-clause license at  https://github.com/Charisma-Mannheim/gc-
ims-tools. 
 

 
 

Figure 1 – GC-IMS data cube 
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Pitch  canker  is  a  disease  that  aggressively  attacks  Pinus  radiata  species  and  is  caused  by  the 
fungus Fusarium circinatum. The current diagnosis is based on PCR molecular technique whose 
final  report  takes  more  than  7  days.  The  objective  of  this  work  was  to  identify  the  fungus  F. 
circinatum in culture media using various VIS-NIR spectral techniques and multivariate methods. 
This work allowed discriminating the species F circinatum, F. tricinctum, and F. graminearum, all 
strains isolated from P. radiata. These strains were propagated on 3 different culture media and 
analyzed  after  48,  72  and  96  hours  by  various  VIS-NIR  spectral  techniques.  The  data  were 
explored  by  PCA  and  then  by  supervised  classification  methods,  such  as  k-nearest  neighbor 
(KNN), soft independent modelling of class analogies (SIMCA) and supportt SVM. The obtained 
models showed correct classification rates higher than 85% for the PDA medium after 72 hours. 
The  chemometric  models  developed  improve  the  selectivity  of  the  technique  used.  The  results 
demonstrated  the  potential  of  the  VIS-NIR  spectral  technique  in  early  diagnostic  support  in  the 
identification of F. circinatum from culture media. Early detection favors better disease control and 
decreases nursery losses. 

 

 
Figure 1 – Cooman’s plot of SIMCA model for PDA after 72 h 
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Quality  by  Design  (QbD)  is  a  popular  formal  approach  for  designing,  upscaling  and  optimizing 
industrial production facilities towards guaranteed quality [1]. To avoid the many costly 
experiments required for QbD, historical production data may be exploited for optimization instead 
in  what  is  known  as  a  retrospective  QbD  (rQbD)  study.  Current  rQbD  literature  does  limitedly 
discuss data-driven  identification of Critical Process Parameters  (CPPs)  to optimize  limited 
process knowledge availability, and does not cover situations where technical operation limits have 
not  yet  been  fully  explored  and/or  where  parallel  equipment  (lines)  are  used  [2-3].  This  work 
presents a new rQbD strategy that addresses these challenges by balancing knowledge that can 
be  obtained  from  statistical  analysis  of  historical  data,  together  with  process  experts  with  a 
carefully  designed  set  of  plant-scale  experiments  within  current  operational  limits.  This  novel 
strategy  (outlines  in  Figure  1)  utilizes  established  chemometrics  modelling  techniques  including 
PLS  [4],  ASCA  [5]  and  DoE  [6],  and  is  demonstrated  on  a  long-running  industrial  lactose 
production  facility.  By  digitally  and  experimentally  exploring  historical  operation  variability,  we 
found  new  operational  regimes  for  this  production  that  may  lead  to  up  to  7%  product  quality 
improvement,  reduced  energy consumption and  increased process  understanding.  Although 
optimizing a specific process by necessity requires a process-specific approach, the way in which 
we systematically optimize the current process with Hybrid AI (combining available knowledge with 
new  insights from  historical  data)  shows  that  approaches  that  are  currently  used  in  prospective 
process upscaling may be modified to be invaluable for optimization of full-scale processes with a 
long operational history. 
 

 
Figure 1 – The 5 steps of the proposed rQbD strategy 
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Almond is a nutritious and widely consumed seed, mainly found in powder form (flour). Because it 
is a product of high economic value, it has become the target of fraud with the illicit objective of 
increasing profit. To adulterate almond flour, offenders add low-cost products, obtaining mixtures 
with lower nutritional value [1]. Depending on the ingredient added, the identification of the fraud is 
not  trivial.  In  the  present  work,  fast,  reliable  and  non-destructive  methods  using  near-infrared 
spectroscopy (NIRS) were developed to identify the authenticity of almond flours. Three different 
handheld NIR instruments (DLPR NIRscanTM Nano: 900 - 1700nm; MicroNIR™: 950 -1650 nm; and 
NeoSpectra: 1350 - 2500 nm) were evaluated to verify the authenticity of almond flours and the 
results were compared with a benchtop FT-NIR (FT-IR Frontier - Perkin Elmer: 900 - 2500 nm). Fifty-
four  almond  flours  of  different  varieties  and  granulometries  were  acquired  in  local  markets  and 
adulterated with low-cost flours widely consumed in Brazil, such as cassava flour, oat, peanut and 
flour mixtures, totaling one hundred and twenty-four samples. Soft independent modelling of class 
analogies (SIMCA), data-driven SIMCA (DD-SIMCA) and partial least squares of a class (OCPLS) 
were  used  as  multivariate  classification  methods,  all  based  on  a  class  strategy  to  discriminate 
authentic flours from adulterated [2]. The classification results for all evaluated instruments achieved 
100% sensitivity and more than 95% specificity for samples with an adulterant concentration of 5% 
(w/w) or higher using DD-SIMCA and OCPLS (Figure 1). The results of the classification models 
indicate that portable NIR instruments are an efficient tool to discriminate between the adulterated 
and unadulterated samples, enabling in situ analysis, as well as having low cost when compared to 
benchtop FT-NIR instruments. 
 

 
Figure 1 – Prediction results for external set of almond flours adulterated using DD-SIMCA and OCPLS for portable 

NIRS (a,b,c) and FT-NIR (d). 
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Abstract:  
The  annual  congress  of  the  French  Chemometrics  Society,  “Chimiometrie  2022”  proposed  a 
challenge consisting in characterising samples of wheat flour from NIR data. The peculiarity of the 
problem is that the calibration data were acquired with a laboratory spectrometer whereas the test 
data were acquired with a hyperspectral camera. It is then a calibration transfer problem where 
there  are  no  reference  standard  between  the  spectra  and  Y  for  the  target  instrument  (data 
available  at  https://chimiobrest2022.sciencesconf.org).  In  addition,  the  chemical  nature  of  the  Y 
reference value was undisclosed (protein content). The proposed solutions combine various pre-
processing and readjustment – realignment methods between the source (spectrometer) and the 
target (hyperspectral imager). In addition, several unsupervised calibration transfer method were 
tested.  These  methods  are  based  on  orthogonal  projection  and  are  derivation  of  the  EPO-PLS 
framework [1]. The methods differ from the way the difference matrix is estimated, but all share the 
purpose of modelling an invariant domain. The first method is based on the difference between 
processed mean spectra, the second method estimates D by bootstrap sampling, and the last one 
by  unsupervised  DOP  [2]The  proposition  also  includes  a  comparison  of  methods  to  summarise 
predictions at the scale of an image, by detecting outlier decisions and weighting pixel decisions. 
 

 
Figure :  Realignement of source(specrometer in blue) and target (HSI 
in red) for raw spectra (left) and derived spectra (right)  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
References:  
 
[1] .J-M. Roger, F. Chauchard, V. Bellon-Maurel, Epo–pls external parameter orthogonalisation of pls 
application to temperature-independent measurement of sugar content of intact fruits, Chemometrics and 
Intelligent Laboratory Systems 66 (2) (2003) 191–204. doi:https://doi.org/10.1016/S0169-7439(03)00051-0 
[2] V. Fonseca Diaz, J-M. Roger, W. Saeys, Unsupervised Dynamic Orthogonal Projection. An efficient 
approach to calibration transfer without standard samples. May 2022. [preprint] 
 



P3

 
Odor concentration predictive model based on the odor activities of odorants produced by 

a municipal solid waste odor abatement scrubber 
 

R. Aigotti1, M. Guercio2, F. Formigaro2, F. Dal Bello1, E. Davoli3, C. Medana1  
1Turin University, Molecular Biotechnology and Health Sciences Department, Turin, Italy 

2IREN Laboratori S.P.A., Turin, Italy 
3 Istituto di Ricerche Farmacologiche Mario Negri IRCCS, Milan, Italy 

riccardo.aigotti@unito.it  
 

The objective of this research project was the design and development of an integrated model for 
odor concentration estimation in a Municipal Solid Waste (MSW) odor abatement treatment plant 
used as a case study. Direct estimation of odor concentration through olfactometry analysis is not 
always exhaustively applicable [1]. 
Odorous  samples  were  collected  repeatedly  at  the  stack  emissions  either  before  and  after  the 
scrubber and measured by dynamic olfactometry in accordance with standard EN 13725:2003 [2] 
by external laboratories. Chemical analysis of volatile organic compounds (VOC) was performed 
by  SPME-GC/MS  analysis.  Odor  sampling  was  performed  filling  several  bags  concurrently  to 
perform simultaneously sensorial and chemical analysis.  
The  monitoring  campaign  was  divided  into  two  phases.  During  the  first  phase,  three  sampling 
sessions were carried out; thirty odorous samples were taken and subjected to chemical analysis. 
Olfactometry analysis was assessed by six different certified laboratories. To establish a 
correlation  between  chemical  and  sensory  analysis,  it  was  necessary  to  transform  the  VOC 
concentration into odor activity values (OAV) [3], using the ratio of the odorant concentration to its 
odor detection thresholds in air predicted from elemental physical properties of odorants [4], which 
account for the  different  relative contribution of each compound  to the mixture  total odor 
concentration. Forty VOC odorants concentrations were converted to corresponding OAV. 
Odorants OAVs data showed significant variability in space and magnitude. Multivariate 
supervised  and  unsupervised  analysis  (PCA,  GDA)  applied  to OAVs,  allowed  to  select four key 
odorants: limonene, toluene, dimethyl disulfide and butanol. The study of the olfactometric analysis 
response factor (olfactory  threshold factory  response  to  butanol [2])  showed  variations  up  to  an 
order  of  magnitude.  A  lack  of  reproducibility  with  dynamic  olfactometry  results  was  observed. 
Geometrical mean of measured OC was used, while odorant OAVs were ranked in seven chemical 
families plus the sum of the odor activity value (SOAV). Finally log transformed and mean centered 
data set of OAVs were  then correlated to OC by linear partial least squares (PLS) regressions. 
Analysis of the quality parameter of the developed PLS model showed a moderate correlation (R2 
(Cal,Val): 0.73,0.57). Prediction was affected by specific error factors consisting in negative offset 
of the intercept and a significative validation slope bias. 
In the second phase of the study the sample population was increased, and control samples were 
introduced. Control samples were gas mixtures of the key odorant VOC at known concentration. 
Control samples were prepared at the same time as the real samples are collected then delivered 
to  the  sensory  and  chemical  measurement  laboratories  for  simultaneous  analysis.  The  control 
samples at scalar concentrations were used as reference standards to calibrate the key odorants 
chemical  classes  with  SPME-GCMS  method.  Orthogonal  PLS  data  elaboration  was  applied  to 
control samples used to calibrate the model and the 73 real sample used as validation and test set. 
The  sum  of  all  OAVs  yielded  linear  correlations  against  OC  (R2  (Cal,Val):  0.92,0.90).  O-PLS 
enhanced  OC  predictions.  OAVs  explained  90%  of  the OC  variance  throughout  the  PLS  model 
validation.  OC values  regressed  by the  PLS  model  were less underestimated  (10%),  bias 
validation slope was compensated. Furthermore, O-PLS model showed good robustness 
parameters, prediction confidence contains 90% of measured OC. Based on result of PLS analysis 
the main contribution to OC description is given by terpenes and mercaptans.  
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A methodology is proposed to describe the evolution of the main chemical compounds of grape must 
during wine alcoholic fermentation using Attenuated Total reflectance Mid Infrared (ATR-MIR) spectra 
in combination with Multivariate Curve Resolution Alternating Least-Squares (MCR-ALS). In addition, 
we have  developed a  process  control strategy to detect  differences between fermentations running 
under  Normal  Operation  Conditions  (NOC)  and  fermentations  intentionally  spoiled  with  lactic  acid 
bacteria at the beginning of alcoholic fermentation (MLF) to promote process deviations from NOC. 
 
MCR-ALS models on these data showed a good data fit (R2 = 99.95% and lack of fit = 2.31%). It was 
possible to resolve the pure kinetic and spectral profiles of relevant molecules involved in the normal 
alcoholic fermentation process and of the molecule related to the promoted bacterial spoilage (lactic 
acid).  
 
Multivariate Statistical Process Control (MSPC) charts were built based on the concentration profiles 
obtained from the MCR-ALS models and using T2 and Q statistics. In this study, we developed MSPC 
charts based on the contaminated samples, rather than on NOC samples. When a sample is projected 
onto the model, if it falls under the “control” limits of the charts, it would mean the opposite from a 
traditional MSPC chart. Instead of being under control, it would mean that lactic acid is being produced 
and, therefore, the fermentation should be corrected to return to the normal conditions. 
 
This methodology becomes an improvement of the traditional MSPC charts for the control of alcoholic 
fermentation, as  it allows determining  what is causing the possible deviation (in this study  bacterial 
spoilage detection). Thus, if a fermentation batch is out of control in a traditional MSPC chart, but in 
control in this new ‘inverse’ MSPC chart, we could conclude not only that the sample is deviated, but 
also that the fermentation is deviated because of the production of lactic acid, as shown in the relative 
concentration  profiles  of  MCR-ALS.  By  applying  this  methodology,  spoiled  wines  showed  off-limit 
values for T2 after 96 hours, making it possible to detect lactic acid bacteria spoilage in early stages of 
alcoholic fermentation.  
 
Therefore, the use of ATR-MIR spectra and  MCR-ALS analysis shows a great potential for a rapid 
control  of  the  state  of  the  alcoholic  fermentation  process,  making  it  possible  to  early  detect  the 
appearance  of  undesired  molecules  during  the  process,  which  allows  the  winemaker  to  apply 
corrective measures on time and obtain a good final product.  
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The aroma of beer is characterized by a complex mixture of volatile compounds that vary 
widely in nature and concentration levels. These chemical compounds are extracted from 
raw materials including water, malt, hops and yeast, during the brewing process. The role 
of each compound in the sensory perception of the product  mainly depends on the ratio 
between  its  concentration  level  and  its  sensory  threshold  in  the  sample,  which  affects 
directly its odor activity value [1]. 
 
Beer flavor is one of the most determinant factors in its quality. However, during its shelf 
life, beer is subjected to chemical reactions that can affect flavor composition leading to a 
decrease  in  sensory  quality.  Due  to  its  complexity,  beer  aging  is  considered  the  major 
quality problem for the brewing industry since the chemical reactions and the rate at which 
they occur during beer storage are determined by both internal factors (e.g. raw material, 
brewing  techniques,  oxygen  content,  pH,  and  key  odorants  precursors  contents),  and 
external factors (e.g. packaging, vibration, temperature and light) [2].  
 
Generally,  a  sensory  panel  in  combination  with  common  analytical  tools,  such  as  gas 
chromatography, are used to evaluate beer flavor. These approaches are expensive and 
time-consuming and, in the case of sensory analysis, have the disadvantage of assessor 
fatigue and subjectiveness. We propose a faster and more objective alternative: the use of 
an  electronic  nose  (e-nose)  based  on  the  application  of  the  mass  spectrometer  to  the 
headspace of the analyzed samples (HS-MS).  
 
The objective of this study was to build a prediction model of beer shelf life by comparing 
the  changes  occurred  in  the  volatile  matrix  of  differently  packaged  samples  during  one 
year in optimal storage conditions of light and temperature. Thus, two commercial lager 
beers, packaged in aluminum cans and glass bottles, were analyzed by HS-MS over 12 
months. Different chemometric strategies were applied to find the optimal spectral 
preprocessing  and  the  best  prediction  model  to  relate  the  mass  spectra  to  the  aging 
months of the beers. The final model showed a good prediction ability and it can be used 
to predict the freshness of the product during its shelf life under optimal storage conditions 
despite the type of package used. 
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The interest towards bioeconomy concepts has been considerably growing during the last years 
and, in particular, the development of sustainable and renewable bio-based technologies for food 
production is becoming increasingly important and studied. One of the most interesting 
applications of bioeconomy in the “food” area is the use of enzymes for the modification of food 
materials [1], to improve safety and to optimize the overall treatment processes.  
 
In  this  perspective,  the  present  study  was  focused  on  two  processes  for  treating  lentil  flour: 
extraction and hydrolyzation, aimed at making protein available in solution. For both processes, an 
initial  extraction  phase  with  Ca(OH)2  at  controlled  pH  =  8  and  fixed  temperature  of  60  °C  was 
performed. Regarding only the hydrolyzation process, 0.2 % of protease enzyme was also added. 
The two processes were then carried out with two experimental runs each, differing by stirring rate 
(60 rpm and 120 rpm). A total of 32 samples of the processed solutions were collected at fixed 
time points in the range 0–300 minutes and stored frozen upon spectroscopic analysis. All samples 
were  then  analysed  with  a  FT-NIR  spectrometer  (MPA  by  Bruker)  and  a  Visible  spectrometer 
(Carey by Agilent). 
 
The acquired data were imported under MATLAB environment to undergo data quality assessment 
aimed  at  removing  clear  outliers  and  at  choosing  the  proper  preprocessing,  specific  for  each 
dataset.  The  NIR  data  were  preprocessed  using  standard  normal  variate  (SNV)  and  mean 
centering,  while  the  Visible  data  were  only  mean  centered.  The  noisy  regions  with  also  low 
variance were removed from both datasets. 
 
The datasets were explored by means of PCA, 
with the aim of obtaining information related to 
the type of process (extraction only vs 
extraction  +  hydrolyzation)  and  its  evolution  in 
time.  
 
Curiously, the NIR data provided less clear 
information  compared  to  the  Visible  data,  with 
which  interesting  trends  could  be  more  easily 
identified. For this reason, a low-level data 
fusion approach was also put in place, by 
directly  joining  the  two  spectral  datasets,  after 
proper  preprocessing  and  after  the  application 
of  block  scaling  to  give  both  blocks  the  same 
variance. The detected trends were confirmed, 
suggesting that both datasets provided useful 
information  that  could  be  efficiently  combined  and 
extracted. 
 
These results suggest that Visible spectroscopy could be very useful for monitoring the extraction 
and hydrolyzation processes, while the application of NIR spectroscopy to this specific process and 
experimental setup would probably need further investigations. 
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Figure 1 – Interesting time trend detected in 
the Visible dataset PCA. 
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“Pesto  alla  Genovese” sauce  is  well  known  and  appreciated  this  work  regards an 
extensive  characterization  of  industrial  produced  Pesto  by  Barilla. More  than  twenty 
samples  of  Pesto  were  selected  from  the  whole  one-year  production,  covering  three 
different raw material, i.e. basil, types. 
Since company can afford a limited number of quality analysis in routine, the aim of the 
work  was  to  identify  the  most  effective  analytical  technique  to  highlight  and  describe 
samples differences with respect to basil category. 
In order to fully explore the compositional profile several analytical techniques were used 
to  characterize  the  aromatic  flavor  pattern,  the  less  volatile  molecules  and  the  physical 
structure of Pesto. 
Flavor profile was determined mainly collecting the volatile organic compounds by head 
space  sampling  and  then,  measuring  them  by  gas  chromatography  coupled  to  different 
detectors:  Ion  Mobility  Spectrometer  (HS-GC-IMS);  Flame  Ionization  Detector  (HS-GC-
FID),  namely  ultrafast  GC  based  e-nose  (Heracles  device).  The  less  volatile  molecules 
were studied by HPLC-MS using an untargeted approach. 
Pesto physical structure was characterized by viscosity measurements and by calculating 
the Stability Index by Lumisizer. 
Moreover,  aiming  at  a  fast  characterization  for  future  routine  analysis  and  potentially 
transferable on-line, near infrared spectroscopy (NIRS) was also employed, at the moment 
off-line.   
The  resulting  datasets  were  studied  singularly,  either  by  exploratory  multivariate  data 
analysis, e.g., Principal Component Analysis or by resolution techniques, e.g., Multivariate 
Curve Resolution. Finally, different data fusion approaches were applied for data 
integration. 
Results have been evaluated to select the putative markers for pesto differentiation, and 
consequently the most efficient analytical technique/s, to select in order to perform sample 
characterization. 
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One of the most impressive productions of the Magna Grecia is the Southern Italian variant of the 

famous Attic production, the so-called Apulian Red-Figure Pottery (from 440 BCE to 300 BCE) [1]. 

The artifacts were in the spotlight of museums and collectors, so much to cause an increase in 

excavations, sales and on the black market [1,2]. Often the clandestine transport was facilitated by 

crushing the vessels into small pieces. Once the fragments arrived at their destination, they were 

reassembled  generally  with  unappropriated  methods  and  sometimes  were  completed  often  with 

non-original pieces [1,2]. 

From the archeological point of view, these artworks raise many questions involving different areas 

such as the authenticity, the provenance (import or local production), the production technique [1]. 

Unsupervised  and  supervised  pattern  recognition  techniques  were  used  to  study  and  classify 

several fragments of these artifacts, analyzed by AAS, ICP-OES, ICP-MS and LA-ICP-MS. 

Hierarchical non-linear principal component analysis (NL-PCA), based on auto-associative neural 

networks (ANN), was used as exploratory analysis [3], and Discriminant Analysis [4,5] and Support 

Vector Machine (SVM) [6] as classification methods. 

The chemometric methods demonstrate to be adequate to examine the possible classification of 

those findings  and  answer  several  questions  regarding the  authenticity,  the  geographical  origin, 

the workshop location, and the technology used and extract the most discriminant features. 
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Electronic  tongues  (ETs)  comprising  an  array  of  low-selective  and  cross-sensitive  sensors  have 
been  proposed  to  enable  rapid  analysis  of  a  wide  range  of  food  and  beverage  products  [1]. 
Moreover,  by  unveiling  correlations  between  sensor  array  response  and  descriptive  sensory 
analysis, such technology has been employed in sensory evaluation for food authentication and 
quality  control  processes  [2].  Instead,  the  use  of  ETs  to  analyze  new  product  formulations  has 
been  limitedly  explored  despite  being  one  application  for  which  such  tools  could  be  potentially 
disruptive  in  terms  of  cost  and  time  efficiency.  In  the  current  study,  we  demonstrate  how  a 
remarkably simple sensor configuration [3] can be combined with a prescriptive training scheme 
and machine learning models to provide a quantitative estimate of sensory descriptors associated 
with coffee samples. In particular, the same sensor array was used to test 33 different coffees and 
characteristic  features were extracted  from transient  differential voltages arising during the 
transition of the sensor array from a reference solution to a coffee sample. We propose a pipeline 
(Fig. 1) based on training of a single regression model to predict principal components of sensory 
descriptors. The pipeline aims at diminishing the complexity of model training and reconstructing 
sensory profiles from predicted principal components by using an inverse transformation.  
 

 
Figure 1 – Data pipeline for simultaneous prediction of 13 coffee sensory descriptors. 

 
A  simple  artificial  neural  network  (ANN)  architecture  captured  the  non-linear  response  of  the 
proposed  sensor  array  configuration  yielded  higher  performances  compared  to  multiple  linear 
regression (MLR) with an overall RV coefficient of agreement between true and predicted sensory 
descriptors of 0.78 using a leave-one-coffee-out (LOCO) cross-validation. Leveraging automated 
testing  pipelines  allow  researchers  to  estimate  the  sensory  profile  of  a  coffee  in  less  than  2 
minutes.  Thus,  data-driven  sensor  arrays  could  also  be  used  to  accelerate  screening  of  new 
product formulations, supporting descriptive analysis performed with a sensory panel. 
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Nowadays, paving the way for real-time monitoring of the process is of rising interest for several 
application fields. In particular, in recent years growing attention is focused and the use of low cost 
miniaturized NIR spectrometers [1,2]. One of the main industries that are increasingly devoted to 
the  use  of  portable  near-infrared  spectroscopy  as  a  quality  assessment  method  or  process 
analytical  tool  is  the  dairy  industry  [3].  Once  the  strategy  of  acquisition  is  implemented,  the 
coupling  between  spectra  and  several  multivariate  technique  approaches  are  usually  employed 
and  investigated  to  achieve  all  the  information  contained  in  the  data  and  to  summarize  and 
illustrate them.  
In this study, the strengths and limitations of the different multivariate approaches are highlighted 
and discussed for a real case example. Kefir fermentation was conducted at different temperatures 
and mixing conditions. After adding the kefir grains to semi-skimmed milk, spectra were acquired 
at interval times of 30 minutes during the evolution of the process. Since pH is a usual indicator of 
the process progress it was also measured.  
Initially, spectra features and Principal Component Analysis (PCA) was used to identify the typical 
trend of the fermentation processes and the main changes that occurred under different condition. 
Then,  Moving Window  Principal  Component  Analysis  (MW-PCA)  [4]  was  applied  in  the  spectral 
range of 1350–2550 nm to detect the main variations in loading caused by the fermentation and 
the  trend  of  the  dissimilarity  index  was  used  to  identify  different  phases  of  the  process.  At  this 
point, the main wavelength regions related to physical and chemical changes were identified. The 
investigation of batch-wise  and variable-wise unfolded PCA on the array of data and the 
possibilities offered by Partial Least Squares (PLS) modelling were so investigated [5] . 
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Quantum  dots  (QDs)  are  semiconductor  nanocrystals,  which  due  to  their  unique  photoluminescent 
properties,  have  become  attractive  nanomaterials  used  in  biomedical  applications,  including  bio-
labeling, bio-imaging, and bio-targeting. Moreover, as a consequence of their versatile surface 
chemistry and ligand binding ability, QDs have also been exploited in analytical chemistry, primarily as 
optical sensors for the detection of small molecules. Since metal ions are an essential analytical target 
in, e.g., environmental or biological samples, it is not surprising that many QDs-based optical sensors 
for  their  detection  have  been  developed  over  the  years  [1].  The  use  of  quantum  dots  for  the 
qualitative/quantitative analysis of metal ions is most often based on the observation of the change in 
their fluorescence signal under the influence of selective interaction with an analyte. However, applying 
such an approach for detecting multiple analytes in a sample requires the design of a highly selective 
receptor element for each analyte, thus representing a major synthetic challenge. To resolve this issue, 
an alternative sensing strategy might be employed, namely pattern-based sensing, which relies on the 
design of receptors that differentially interact with various analyte components or, in some cases, on the 
application  of  one  sensor  in  combination  with  detection  techniques  that  provides  multidimensional 
optical information about the composition of the tested sample [2,3]. However, it must be noted that due 
to  the  multidimensionality  of  the  data  produced  by  pattern-based  sensing  systems,  chemometric 
modeling is required to detect an analyte.  
 
In the framework of this study, we propose a simple, pattern-based sensing system employing thiomalic 
acid  (TMA)  capped  CdTe  quantum  dots  for  the  identification  of  metal  ions.  The  presented  sensing 
strategy is based on the fact that  selected metal ions exhibit different quenching mechanisms of the 
QDs’ fluorescence, manifested by their diverse influence on the fluorescence spectrum of this 
nanomaterial (i.e., the degree of the fluorescence quenching, spectral shifts). By utilizing the excitation-
emission matrix (EEM) fluorescence spectroscopy as a detection technique, we captured the 
information on the alterations of the fluorescence signal of QDs caused by metal ions and showed how 
chemometric  modeling  of  obtained  excitation-emission  matrices  can  be  used  for  the  identification  of 
selected analytes.  
 
This work was financially supported by National Science Centre (Poland) within the framework of the 
SONATA BIS project No. UMO-2018/30/E/ST4/0048. Klaudia Głowacz acknowledges financial support 
from IDUB project (Scholarship Plus programme). 
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Untargeted  LCMS  analysis  has  vast  potential  to  generate  specific  metabolomic  fingerprints  that 
can be exploited in various research fields. For example in food authenticity testing, there is an 
increased need to constantly find unknown adulterations.  
For the processing of the raw data, a wide range of software tools is available. The required steps 
conducted by those tools are data conversion in an appropriate format, data visualization, peak 
detection, alignment, correspondence and peak annotation. In addition, to improve the 
comparability of single measurements, normalization is indispensable.  
This  poster  gives  an  overview  and  compares  and  evaluates  packages  suitable  for  LCMS  data 
processing including well-established packages like mzR and Msnbase [1,2] as well as xcms [3] 
and MAIT [4]. 
For  many  applications,  however,  NMR  approaches  are  used  instead  of  highly  sensitive  LCMS 
methods  because  they  are  more  robust.  Therefore,  we  also  discuss  different  normalization 
strategies to enhance the robustness of LCMS measurements. 
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Raman spectroscopy is widely used to identify chemical compounds and the quality of 
pharmaceutical products. We explore the potential of this technique for biomedicines like vaccines 
or  therapeutic  allergens  [1-3]  that  introduce  new  challenges  in  terms  of  experimental  setup  and 
standardisation. Therapeutic allergen products are derived from source material of biological origin 
with inherent variability between product batches and with excipients strongly contributing to the 
spectral  signal.  The  differences  of  interest  between  spectra  of  products  with  different  active 
components  or  from  different  manufacturers  are  often  minor  compared  to  those  introduced  by 
other sources of variation. This underlines the requirement for careful and standardised 
procedures including the experimental setup and the subsequent analysis of spectra. We 
demonstrate  this  based  on  a  case  study  conducted  on  various  batches  of  therapeutic  allergen 
products  containing  bee  and  wasp  venoms  from  two  different  manufacturers.  Starting  from  an 
overview  of  common  spectral  features  and  differences  we  explore  the  impact  of  spectral  pre-
processing  and  subsequent  classification  of  spectra.  In  particular,  we  focus  on  the  spectral 
decomposition  and  analytic  signal  reduction  of  excipient  spectra  and  discuss  the  potential  of 
variant computational methods to distinguish products with different active components and from 
different manufacturers. 
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The present work concerns the analysis of the volatile fraction and the colloidal portion of tomato 
sauce. This preliminary work aims to create an analytical and chemometric method that can group 
tomato sauces based on the different brands. 19 bottles of tomato sauces pertaining to 6 different 
brands were collected and analyzed. 
The  volatile  fraction  was  analyzed  by  gas-chromatography  coupled  to  ion  mobility  spectroscopy 
(GC-IMS), which analyses the headspace (HS) of the samples. After the classic gas 
chromatographic  (GC)  column,  the  volatile  molecules  are  further  separated  by  the  ion  mobility 
spectrometer (IMS), which ionizes and separates them by the application of an electric field [1]. 
The colloidal fraction was instead analyzed by Asymmetric Flow Field-Flow Fractionation (AF4). 
Protein, polysaccharides, and polyphenols are the main components of the colloidal fraction of the 
tomato sauce. AF4 is an innovative and high-tech instrument able to analyze colloids, using two 
different flows: the first one is the carrier-flow, which transports the analytes, and the separation is 
generated by the cross-flow, which is perpendicular to the carrier-flow, it produces a gradient that 
can create a separation based on the different colloidal hydrodynamic radius[2]. 
The  datasets  obtained  with  the  HS/GC-IMS  and  AF4  analyses  were  elaborated  by  Principal 
Component Analysis (PCA). The scores made it possible to observe a similar trend in the brand 
grouping of the two different datasets, allowing to infer that the volatile and the colloidal fraction of 
tomato sauce carry very similar information.        
 

[1]  Wang S, Chen H, Sun B. Recent progress in food flavor analysis using gas chromatography–ion mobility 
spectrometry (GC–IMS). Food Chemistry. 2020;315:126158. doi:10.1016/J.FOODCHEM.2019.126158 

[2]  Marassi V, Marangon M, Zattoni A, et al. Characterization of red wine native colloids by asymmetrical flow 
field-flow fractionation with online multidetection. Food Hydrocolloids. 2021;110:106204. 
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Tomato sauce is a widely available product, with an important market weight, and one of the Italian 
typical products in the food industry: its classification and grouping in terms of brands, origin, and 
processing  pipelines  (organic,  untreated…)  represent  an  important goal  to  ensure quality,  avoid 
adulteration, and recognize local excellencies. 
This preliminary work aims to create an analytical and chemometric method that can group tomato 
sauces based on the different brands, analyzing the volatile fraction and the colloidal portion of 
tomato sauce. For this study, nineteen bottles of tomato sauces pertaining to six different brands 
were collected and analyzed. 
The volatile fraction was analyzed by  headspace (HS) gas-chromatography  [1] coupled with ion 
mobility spectroscopy (GC-IMS). After eluting from the classic gas-chromatographic (GC) column, 
the volatile molecules were further separated by an ion mobility spectrometer, which ionizes and 
separates them by applying an electric field [2]. 
The  colloidal  fraction  was  analyzed  by  Asymmetrical  Flow  Field-Flow  Fractionation  (AF4).  UV 
Proteins, polysaccharides, and polyphenols are the main components of the colloidal fraction of 
the  tomato  sauce.  AF4  is  an  innovative  and  high-tech  instrument  able  to  analyze  colloids, 
exploiting the combined action of two different flows: the first one is the longitudinal carrier-flow, 
which  transports  the  analytes,  and  the  separation  is  generated  by  the  cross-flow,  which  is 
perpendicular to the carrier-flow: it produces a gradient that can create a separation based on the 
different colloidal hydrodynamic radius [3]. 
The datasets obtained with HS/GC-IMS and AF4 analyses were elaborated by Principal 
Components Analysis (PCA). The scores made it possible to observe a similar trend in the brand 
grouping  of  the  two  different  datasets,  corroborating  the  hypothesis  that  the  volatile  and  the 
colloidal fraction of tomato sauce carry very similar information. In particular, given the easiness of 
operations, greener solvents and reagents required, and faster analysis time, the results obtained 
from AF4 analysis could represent a more environmentally friendly approach towards 
chemometric-based tomato grouping. 
In perspective, multi-block analysis could be performed, using both colloidal and volatile profiles.     
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Coffee is one of the most consumed beverages worldwide [1,2]. This product presents an important 
role in the global economy, mainly in Brazil which is the top producer [1,3]. The large consumption 
of coffee requires efficient quality control to ensure its quality, meeting the wide consumer demands 
[1-3]. Thus, business intelligence is mandatory in this process, providing coffee assessment through 
quick analysis and interpretation of large amount of data. 
To  achieve  this  objective,  a  sampler  prototype  based  on  laser  ablation  rapid  evaporative  mass 
spectrometry (LA-REIMS) was used to analyze coffee powder by high resolution mass spectrometry 
(HRMS).  This  prototype  allowed  to  perform  direct  analysis  of  a  sample  per  minute  in  the  same 
wellplate  with  minimal  sample  preparation,  seeking  to  supply  the  ascending  demands  of  coffee 
industries. 
For this study, 31 types of espresso coffee samples were used, with different sensory properties and 
processing parameters, such as bitterness, body, acidity, intensity, and roasting level. The dataset 
contains 54 spectra of each coffee type, being 1674 spectra in total. After suitable preprocessing, 
the samples were divided into training, validation, and test sets for the modeling process. 
Partial least square discriminant analysis (PLS-DA) was applied for data treatment. However, the 
complexity  of  this  dataset  due  to  the  mass  spectra  with  several  non-correlated  variables  and 
numerous coffee classes makes this classification a hard task [1,4]. Such PLS-DA models usually 
require many latent variables for a proper prediction, but its choice is not trivial due to under- and 
overfitting [1,4]. Also, numerous samples with large T2 and Q residuals are commonly found while 
modeling this data by PLS-DA [1,5]. 
As an alternative to PLS-DA, artificial neural networks (ANN) in tandem with Bayesian optimization 
were  applied  to  model  this  dataset.  This  approach  presented  an  automated  hyperparameter 
selection based on probabilistic estimations and classification errors, aiming to find the global optimal 
solution [5]. Also, ANN can easily deal with outliers, numerous classes and non-correlated variables, 
and massive data sets [6], which are issues found in this data set. 
The comparison between PLS-DA and ANN presents numerous strengths and weaknesses in both. 
In this application, ANN presented better results to discriminate the coffee types, achieving 95% of 
accuracy against up 90% in PLS-DA. Regarding outlier samples, they only affected PLS-DA model 
since the high values of T2 and Q residuals were measured in this algorithm [5], while ANN is capable 
to deal with non-homogeneous  classes. About  variables importance,  PLS-DA provides this 
information through variable importance in projection (VIP) score algorithm [5], while it still a limitation 
in ANN models. In other words, PLS-DA provides simpler model but easily interpretable, whereas 
ANN provides more complex models with even higher accuracy but coasting the model 
interpretation [6]. 
This study proved that the LA-REIMS prototype has provided reliable coffee analysis. The developed 
method  provided  quick,  clean,  and  high-throughput  analysis  compatible  with  coffee  industry 
demands. A challenge is the data treatment due to the large volume of data, but PLS-DA and ANN 
provided  excellent  results according  to  the different  model demands.  ANN  provided  higher 
accuracies, but PLS-DA provided better interpretability. We believe that in a near future, this method 
can be adapted and optimized to larger scales and as a routine analysis in coffee industries. 
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Abstract 
Complex  mixtures  containing natural  products  are  still  an  interesting source  of novel  drug 
candidates.  High  content  screening  (HCS)  is  a  popular  tool  to  screen  for  such.  In  particular, 
multiplexed  HCS  assays  promise  comprehensive  bioactivity  profiles,  but  generate  also  high 
amounts of data. Yet, only some machine learning (ML) applications for data analysis are available 
and these usually require a profound knowledge of the underlying cell biology. Unfortunately, there 
are  no  applications  that  simply  predict  if  samples  are  biologically  active  or  not  (any  kind  of 
bioactivity). Within this work, we benchmark ML algorithms for binary classification, starting with 
classical  ML  models,  which  are  the  standard  classifiers  of  the  scikit-learn  library  or  ensemble 
models  of  these  classifiers  (a  total  of  92  models  tested).  Followed  by  a  partial  least  square 
regression  (PLSR)-based  classification  (44  tested  models  in  total)  and  simple  artificial  neural 
networks  (ANNs)  with  dense  layers  (72  tested  models  in  total).  In  addition,  a  novelty  detection 
(ND)  was  examined,  which  is  supposed  to  handle  unknown  patterns.  For  the  final  analysis  the 
models,  with  and  without  upstream  ND,  were  tested  with  two  independent  data  sets.  In  our 
analysis, a stacking model, an ensamble model of class ML algorithms, performed best to predict 
new  and  unknown  data.  ND  improved  the  predictions  of  the  models  and  was  useful  to  handle 
unknown patterns. Importantly, the classifier presented here can be easily rebuilt and be adapted 
to the data and demands of other groups. The hit detector (ND + stacking model) is universal and 
suitable for a broader application to support the search for new drug candidates. 
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Laser-induced  breakdown  spectroscopy,  short  as  LIBS,  is  an  atomic  emission  spectroscopy 
technique, which uses a laser as an excitation source to atomize the sample which generates a 
plasma that exhibits emission lines of atoms and ions present at the sample surface. LIBS is a very 
fast  method  with  easy  sample  preparation,  it’s  capable  of  qualitative  and  quantitative  analysis. 
However, the existence of matrix effects makes quantitative analysis sometimes a challenge. The 
characteristic peaks in the spectra of the same element may change in intensity and even disappear, 
due to matrix effect causing conventional linear quantitative methods to fail. In this work, a non-linear 
method, artificial neural networks (ANN), is introduced to analyze a mineral rock sample (Figure 1 
left). ANN is a non-linear method for non-linear and complex problems and is capable of learning.  
The sample here has more than 2 million spectra as an image of 1400 by 1700 pixels with the 
resolution of 20μm is taken. The aim of this dataset is to understand for each pixel which element 
exists and how much. Simulated LIBS datasets were used to train the ANN, and then the real data 
was applied as a test dataset for ANN. The Kurucz database[1] was used to generate simulated 
data, LIBS spectra of  24 elements that commonly exist in rock samples were generated with 7 
plasma temperatures(T) and 3 electron densities(Ne). After tuning and selecting netwroks, an ANN 
with classical structure (figure 1 middle) was applied, and the results of Si are shown below (figure 
1  right).  Something  that  needs  to  be  mentioned  here,  to  the  right  side  of  the  ANN  result  is  the 
reference map obtained by the conventional integration method, which has very high intensities. 
But the ANN result is relative, the two can’t be compared directly, however, the reference maps are 
still very helpful to show the right direction for ANN analysis. At the stage of training with simulated 
data, the root mean squared error (RMSE) and regression coefficient (R) were used as figures of 
merit.  The  input  of  ANN  are  variables  of  spectra  after  normalization,  and  the  output  is  the 
concentration in percentage of one element selected. From the results we have so far, the ANN 
results for 14 main elements are almost all within the range of 0 and 1. The next step would be trying 
to solve the small part of the ANN results that are outside the range of 0 and 1. 
 

 
Figure 1 – Left: the optical image of the sample. Middle: the structure of the ANN applied. Right: the result from ANN of 

Si and the reference obtained from the conventional method.  
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A novel chemometric approach is proposed to analyze high-dimensional data collected from multiple 
analytical  platforms  sharing  the  same  multifactorial  design  of  experiments.  Although  methods 
combining analysis of variance (ANOVA) with principal components analysis (PCA) or simultaneous 
components analysis (SCA) efficiently tackle multifactorial designed data, they require the 
construction and interpretation of one model for each experimental factor and interaction, and each 
data  source.  Taking  advantage  of  the  multiblock  nature  of  the  Common  Dimensions  (ComDim) 
method, we propose an extension of the original method ANOVA-ComDim (AComDim) [1] for the 
analysis of multifactorial designs from one source to multiple sources [2]. As an example, Figure 1 
describes the algorithm implementation for two data sources and a 2-fixed effect factors 
experimental design with 2 and 3 levels, respectively.  

 

 
Figure 1 – AComDim algorithm implementation for the analysis of 2 data sources. 

 

AComDim provides a global picture of the main sources of variation in complex data structures 
produced from multiple sources. To do so, AComDim builds a single model for all main effects and 
interactions  instead  of  one  for  each  one  of  them,  thus  helping  the  interpretation  process.  The 
saliences produced by AComDim are critical for the interpretation because they provide insights into 
the relationship between the data sources and their contribution to each of the effects. 

An example of AComDim applied to multiple sources will be presented. The dataset consists of 8 
sources (blocks) from a design with 3-fixed effect factors with 2, 2 and 5 levels, respectively. 
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Miniaturized NIR instruments have been increasingly used in the last years, and they have become 
useful  tools  for  many  applications  on  a  broad  variety  of  samples  [1,2].  In  this  context,  an 
investigation of the sources of variance that could be encountered while using handheld 
instrumentation  is  of  interest for  several  reasons  related  to  possible  improvements  in setting  up 
experiments and data modelling phases and, on the top of that, to identify the limits of 
experimental measurements.  
In this preliminary study, external reflectance spectra of different type of samples were acquired 
under  different  condition  with  a  NeoSpectra  Scanner  spectrometer  (1350  –  2550  nm)  and  an 
AvaSpec-Mini-NIR (900 – 1750 nm) with a fiber optic cable.  
An  experimental  design  data  structure  was  obtained  by  considering  factor  like  type  of  sample, 
charge condition, replicates and time of background acquisition. ANOVA-Simultaneous 
Component  Analysis  (ASCA  )[3]  was  carried  out  to  identify  and  understand  significant  type  of 
influences from the different factors. Then, multivariate measurement errors [4] were early studied 
trying to understand the sources and structure of noise related to the experimental characteristics 
with raw and preprocessed data. Error covariance matrices (ECMs) were initially calculated using 
a series of replicates. Afterwards, matrices were decomposed considering a bilinear structure and 
the profiles obtained were translated to the error types and compared. 
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When the prevalence of positive samples in a whole population is low, the pooling of samples to 
detect them has been widely-used for epidemic control since the proposal of Dorfman [1], broadly 
reviewed by Cela [2]. The SARS-CoV-2 pandemic has spread so rapidly and reached such a large 
scale that evaluating different pooling strategies for SARS CoV-2 testing has been imperative [3], 
and some of them have already been approved by regulatory bodies. 
 
With  a  qualitative  (positive/negative)  response  of  the  analytical  procedure,  the  supersaturated 
designs of experiments have been used to get the pooled samples [4,5]. 
  
To  tackle  the problem  of identifying  positives  by  sample pooling  with  qualitative  analytical 
response, this work provides an original proposal that consists of two elements: i) the procedure to 
make the mixtures ii) the logical resolution, not numerical, to identify the positive samples from the 
results of the analysis of the pooled samples. 
 
For i) the ‘half’ of a Plackett-Burman design that includes the mixture of all the individual samples 
is  used.  For  ii)  an  algorithm  has  been  built  that,  from  the  logical  structure  of  the  matrix  of  the 
design of the mixtures and the experimental response (0,1) for each of them, determines which 
individual  samples  cannot  be  positive.  The  complete  solution  to  the  problem  is  found  by  a 
hierarchical  three-stage method:  the first  stage consists  of  pooling  all  samples,  the  second  one 
applies  the  suggested  algorithm  and,  if necessary,  a third  stage  is  required  for individual 
identification. 
  
As a proof of concept, the detection of positives by pooling 10 samples is considered. In this case, 
for a prevalence of positive equal to 0.05, the expected average number of trials is 2.552, which 
has  to  be  compared  to  5.987,  the  best  expected  value  found  in  the  literature  for  a  hierarchical 
method. 
 
The procedure of construction of the pooling samples and their analysis has been applied to the 
detection by polymerase chain reaction (PCR) of the pathogen  Listeria monocytogenes and the 
allergen Pistachio. The Listeria monocytogenes is regulated by Commission Regulation (EC) No 
2073/2005 of 15 November 2005 on microbiological criteria for foodstuffs, whereas the presence of 
Pistachio by Regulation (EU) No 1169/2011 of the European Parliament and of the Council of 25 
October  2011  on  food  information  provided  to  consumers.  In  all  cases,  contaminated  samples 
have been correctly detected. 
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Alcoholic fermentation is a biochemical process where the main reaction is the transformation of 
sugars into ethanol, releasing carbon dioxide. It is carried out by yeast, especially Saccharomyces 
cerevisae when it comes to grape must. Like any other bioprocess, it is very complex and there are 
many factors that influence its course, so to obtain high quality wines, a thorough monitoring of the 
process is essential [1]. In fact, poor working conditions can lead to sluggish or stuck fermentations 
and/or  the  generation  of  unwanted  substances  released  by  microorganisms  such  as  lactic  acid 
bacteria, acetic acid bacteria or even other yeasts.  

To carry out analytical control in wineries, temperature, density and pH are daily measured and, in 
general, an organoleptic evaluation is usually performed. If more information is needed, 
supplementary  analyses  are  performed  in  off-site  laboratories,  which  requires  more  time.  This 
implies  the  delay  in  obtaining  the results  and,  therefore,  the  delay  in the  application  of  possible 
corrective measures. For these reasons, in recent years, different spectroscopic technologies have 
been studied and used to obtain real-time information when monitoring the alcoholic fermentation 
process [1,2]. 

In  this  work,  a  strategy is  proposed  to  combine  FTIR-ATR  spectroscopy  and  chemometric 
techniques as a control tool following the PAT (Process Analytical Technologies) guidelines [3]. The 
proposed  approach  breaks  down  the  sources  of  variability  that  affect  spectra  and  is  able  to 
distinguish samples with different bacteria spoilages. 

ANOVA-Simultaneous Component Analysis (ASCA) was applied to factorize the alcoholic 
fermentation variability sources, such as the process evolution and the contamination with lactic acid 
or acetic acid bacteria. Our previous results showed that there are different spectral pre-processing 
techniques that would affect ASCA results and that could be used to emphasize specific factors. 
These techniques were used to study the malolactic subprocess, carried out by unwanted lactic acid 
bacteria and acetification, carried out by unwanted acetic acid bacteria. Moreover, Simultaneous 
Component Analysis (SCA) was used to visualize the difference between lactic acid and acetic acid 
bacteria spoilage. 
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Pesticide  usage  has  become  an  indispensable  practice  in  agriculture  production  as  it  positively 
impacts  crop  yields  and  food  quality  worldwide  by  reducing  diseases  and  controlling  plagues. 
However, the side effects of their extensive use can be detrimental to the environment and human 
health,  and  cause  long-term  negative  effects  due  to  their  high  stability  and  bioaccumulation  [1]. 
Hence,  stringent regulations  have been  implemented  by different agencies and governments by 
establishing the maximum  residue  levels  of  pesticides  (MRLs),  which  are  the residue  levels  not 
likely to be exceeded in a specific food or commodity  [2,3] when pesticides are applied by their 
directions for use.  
In this work, a four-way  multivariate calibration method is presented  for the simultaneous 
determination of 5 pesticides - thiabendazole (TBZ), carbendazim (CBZ), pirimiphos-methyl 
(PMM), imidacloprid (IMD), and clothianidin (CLT) - in citrus fruits. Third-order data were acquired 
by registering the photo-induced fluorescence of the analytes as excitation-emission fluorescence 
matrix  (EEM)  at  different  times  of  UV  irradiation.  The  use  of  organized  media  (micelles)  was 
implemented to enhance the fluorescent signal of the compounds.  
First, in an attempt to obtain the optimal experimental conditions that yield the best performance of 
the method, a central composite design was implemented to evaluate the effect of the pH and the 
surfactant  hexadecyltrimethylammonium  chloride  (HTAC)  concentration  on  the  intensity  and  the 
reaction velocity of each analyte. HTAC and phosphate buffer were chosen as reagents 
accordingly to preliminary studies. All the experiments were performed using the same 
concentration  of  each  analyte,  and  the  acquired  third-order  data  were  subjected  to  PARAFAC 
resolution. The optimal experimental conditions were finally set as pH 11.5 and 0.032 mol/L HTAC. 
The total UV-irradiation time was completed at 6 minutes.  
The  calibration  sample  sets  were  built  in  5  concentration  levels  in  triplicate  for  each  analyte 
individually, except for TBZ and CBZ since it has been demonstrated that TBZ presents an inner-
filter  effect  on  CBZ  [3].  TBZ/CBZ  binary  samples  were  prepared  by  following  a  random  design. 
Besides, 16 validation samples containing the 5 analyzed compounds were prepared by following 
a  random  design  at  concentration  levels  different  from  those  used  for  calibration.  Lemon  juice 
samples were pretreated by using a QUECHERS-based methodology.   
Next, the quadrilinearity of the corresponding 4-way data arrays comprising calibration/validation 
samples  was  evaluated  by  applying  4-way  PARAFAC.  For  CLT,  non-quadrilinearity  type  1  was 
observed due to a lack of reproducibility in the photo-induced reaction mode; thus, U-PLS/RTL and 
APARAFAC were evaluated, being the former the one which retrieved the best results. In the case 
of IMD, the implemented chemometric models were not capable of providing satisfactory results 
shedding light on a possible lack of quadrilinearity due to an unexpected inner-filter phenomenon. 
For TBZ and CBZ, U-PLS/RTL was implemented as it has been proved that this model can cope 
with a non-quadrilinearity type 2 given by inner-filter effects. 
Except  for  IMD,  all  models  accomplished  satisfactory  results  in  the  predictive  analysis  of  the 
validation samples, with mean recoveries (   ) ranging between 98.6 and 102.9%. In all cases, the 
lack  of  significant  differences  between      values  and  100%  was  demonstrated  through  a 
hypothesis test. Moreover, the relative error prediction (REP%) values were below 9.1% 
demonstrating the good predictive performance of the developed method. These results suggest 
that second- and third-order advantages promote a high likelihood of success in the resolution of 
samples of high complexity such as citrus fruits.  
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Methotrexate  (MTX)  is  an  antineoplastic  drug  used  in  high  doses  for  the  treatment  of  different 
types  of  cancer.  Given  the  need  to  carry  out  therapeutic  monitoring  in  patients  undergoing 
treatment with MTX to minimize the risk of toxicity [1], the development of analytical methods for its 
determination is of great importance. In this sense, nanotechnology, a multidisciplinary field that 
focuses on the study and application of materials at the nanoscale level, has emerged as a tool for 
the  development  of  new  analytical  methodologies.  During  the  last  decade,  there  has  been  an 
accelerated  increase  in  the  study  of  ultra-small  metallic  nanoclusters  (NCs)  with  luminescent 
properties, such as AuNCs and AgNCs. 
In this work, an analytical method for the  quantitation of MTX is presented. The methodology is 
based on a pH gradient coupled with UV absorbance detection for second-order data generation, 
and  AgNCs  as  signal  enhancement  agents.  First,  AgNCs  were  synthesized  by  a  chemical 
reduction  method  in  an  alkaline  medium  at  room  temperature,  as  previously  reported  in  the 
literature [2]. The synthesized AgNCs were characterized by UV-Vis spectroscopy, DLS, and TEM. 
The pH gradient for MTX sensing was generated using an Agilent 1260 LC instrument, equipped 
with a diode array detector. The carrier solution consisted in 1000-fold diluted AgNCs in 0.01 mol 
L-1 sodium citrate (pH = 9.0), while the sample buffer was 0.01 mol L -1 sodium citrate (pH = 4.0). 
The carrier solution was pumped through an 800 mm length and 0.5 mm i.d. flexible mixing coil 
flowing at 0.1 mL min −1, at 25 ºC. UV absorbance spectra were recorded in the range of 220-400 
nm, every 2 nm, for 2.50 min. The data matrices registered for each sample were of size 375 × 91, 
for  temporal  and  spectral  modes,  respectively.  When  the  sample  at  acidic  pH  is  injected,  the 
generated  pH  gradient  induces  the  dispersion  of  the  AgNCs  in  the  carrier  solution  and  the 
consequent enhancement of the spectroscopic signal of MTX.  
Calibration and validation samples, containing MTX, and test samples, containing MTX and three 
potential  interferences  (dexamethasone,  prednisolone,  and vincristine),  were  analyzed.  Data 
modeling was performed by extended MCR-ALS and U-PLS/RBL algorithms. The predictive ability 
of  the model in  the absence  and the presence  of uncalibrated  components  (second-order 
advantage) was assessed. Besides, to evaluate the advantages of the proposed methodology, the 
same  samples  were  analyzed  without  including  AgNCs  in  the  carrier  solution.  The  validation 
samples were successfully modeled by extended MCR-ALS. However, the results obtained for the 
test samples were not  satisfactory, as the effect of the interferences on the signal could not be 
modeled due to high collinearity in both the spectral and concentration modes. On the contrary, 
these  latter  samples  could  be  modeled  by  U-PLS/RBL.  The  results  obtained  are  presented  in 
Table 1. The developed method showed a significant improvement in both the predictive ability and 
analytical figures of merit, compared to the AgNCs-free system. 
 

Table 1. Analytical figures of merit obtained by U-PLS/RBL modeling 
 AgNCs-free system AgNCs system 

REP (%) 11.0 7.0 
CV (%) a 7.1 3.7 

LOD min-max (µg L–1) 0.6 – 9.4 0.5 – 1.5 
LOQ min-max (µg L–1) 1.9 – 28.2 1.6 – 4.6 

a Calculated for five replicates of test samples corresponding to MTX central concentration level   
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In the framework of multivariate classification, there is a continuous need for improving methods 

for identification and characterization. For quantitative purposes, the increase of the order of the 
data  has  proved  certain  benefits  concerning  the  performance  of  the  analytical  method  as  the 
improvement of selectivity and sensitivity [1]. However, the advantages gained by increasing the 
order of the data to solve a classification problem have not been deeply studied yet [2]. 

This  work  aims  to  explore  the  data  acquisition,  feature  extraction,  and  analysis  methods  of 
multi-way data arrays to improve the performance of the method to classify olive oils according to 
different purposes (variety, extraction process, and origin), as proof of concept. For the analysis, 
21 olive oil samples, including virgin olive oils (VOO) and extra virgin olive oils (EVOO) of different 
commercial  brands,  were  evaluated.  Third-order  data  was  obtained  by  acquiring  an  excitation-
emission matrix (EEM) over the excitation range of 300-600 nm and the emission range of 400-700 
nm for different periods of infrared heating (t 0=no IR heating, original sample). With the acquired 
data, different data arrays were built and subjected to several chemometric models to evaluate the 
properties and advantages of each data structure, as well as the performance of the modelling: (1) 
First-order data analysis using the emission spectrum registered at 348 nm excitation wavelength 
of each sample at t0; (2a) Second order data analysis using the EEMs acquired for each sample at 
t0; (2b) Second order data analysis using an emission-IR heating matrix (the emission spectra - λexc 
348nm – acquired at different IR heating time) obtained for each sample; (2c) Second order data 
analysis using an excitation-IR heating matrix (the excitation spectra – λ em 450 nm – acquired at 
different IR heating time) obtained for each sample; (3) Third-order data analysis of the emission-
excitation-IR heating array obtained for each sample.  

Two supervised pattern recognition methods were used to classify the studied oils, partial least 
squares  discriminant  analysis  (PLS-DA)  and  its  multi-way  (NPLS-DA)  and  unfolding  (UPLS-DA) 
extensions. Moreover, for cases (2) and (3), PARAFAC was implemented as a first decomposition 
model  to  extract  features  and  scores  that  were  then  used  for  further  classification  analysis. 
Classification results were evaluated through global indices, such as average sensitivity, non-error 
rate, and average precision. The results revealed a high-class error rate when first-order data was 
used, higher than 30 %. Notwithstanding, different degrees of improvement were observed by the 
inclusion of an additional mode to the data structure.  

The  obtained  results  shed  light  on  the  fact  that  the  use  of  higher-order  data  is  an  attractive 
approach to be explored in the classification field, particularly, in the study of samples with very 
similar spectral profiles, for which no evident classification patterns are observed. In addition, it is 
noteworthy to highlight that third-order data modelling profits from the chemical information of the 
system, in the direction of bettering the performance of the classification analysis.  
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Metabolomics is characterized by the generation of a large amount of information, making 

data  analysis  methods  essential  to  obtain  relevant  knowledge.  This  is  especially  evident  in  the 
case of untargeted studies, in which the molecular mechanisms of response for a given disease or 
environmental stress are intended to be established [1]. 

In  this  work,  different  chemometric  strategies  for  the  analysis  of  metabolomics  data 
recorded by nuclear magnetic resonance (NMR) are presented. In order to optimize this analysis, 
the  information  from  145  healthy  volunteers  was  processed,  including:  i)  the 1H  NMR  spectra 
(metabolic  profiles)  of  serum  and  urine  samples,  and  ii)  the  clinical  metadata  consisting  on 
qualitative parameters and quantitative biochemical determinations. 

In  the  first  step,  different  preprocessing  methods  were  sequentially  applied  over  the 1H 
NMR spectra, like resonance alignment and normalization [2, 3]. Afterwards, resonance integration 
by means of a multivariate curve resolution (MCR)-based strategy was performed [4]. In this way, 
a set of peak integrals for representative metabolites of serum and urine samples was obtained. 

In the second step, the metabolites peak integrals profiles and the clinical metadata values 
of all the volunteers were analyzed together. Two different data fusion strategies were developed. 
In  the  first  strategy,  the  direct  fusion  of  the  resulting  variables  from  clinical  metadata,  serum 
samples and urine samples was performed, analyzing the obtained data matrix through 
multivariate curve resolution - alternating least square (MCR-ALS). In the second strategy, the data 
matrices  from  the  clinical  metadata,  the  serum  samples  and  the  urine  samples  were  analyzed 
individually by MCR-ALS, as a data compression stage. Finally, the resulting scores were merged, 
analyzing  them  again  by  MCR-ALS  (tandem  MCR-based  approach).  By  applying  these  two 
strategies, it was possible to elucidate the general metabolic patterns throughout the volunteers. 

These  results  allowed  evaluating  different  analytical  strategies  based  on  chemometrics 
methods,  in  order  to  investigate  NMR  metabolomics  datasets  and  extract  relevant  biochemical 
information.  It  was  possible  to  apply  and  optimize  the  processing  to  obtain  metabolites  relative 
concentration  matrices  in  biofluids,  from  NMR  spectra  and  through  the  use  of  MCR-ALS.  Two 
different data fusion strategies for the global analysis of different types of  clinical samples were 
developed. The second one greatly reduces the dimensionality of the data, facilitating its 
interpretation. Thus, we could verify the potentiality of the data fusion approach to analyze together 
the information from different biological matrices. 
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Opaque and/or high-optical density samples are prone to inner-filter effects that interfere with the 
fluorescence  intensity  and  spectral  profiles.  Different  geometries  of  sample  illumination  lead  to 
different path lengths: the longer the optical path, the more molecules along the light beam and 
emission  collection  sections,  and  the  more  reabsorption  effects.  The  front-face  (FF)  geometry 
provides a shorter path length than the traditional right angle (RA) and, therefore, can be helpful to 
minimize inner-filtering. However, in emulsion samples, such as skin lotions, homogenized milk, 
pharmaceutical formulations, etc., the concentrations of fluorophores in the “outer layer” hit by light 
in  FF  and  throughout  the  optical  path  in  RA  are  expected  to  be  different.  Hence  the  emission 
spectra  obtained  by  RA  and  FF  provide  complementary  information  rather  than  just  quenched 
and/or  shifted  bands. We  propose  then  the  joint  factorization  of  RA  and  FF  excitation-emission 
matrices (EEM) of crude oil emulsions to verify the presence of additional components that could 
not be found by each cuvette geometry alone. EEMs of oil-in-water emulsions were recorded with 
excitation from 300 to 350 nm and emission from 370 to 580 nm, using both geometries, which 
resulted  in  two  three-mode  tensors  with  dimensions  22  ×  2101  ×  6  (samples  ×  emission  × 
excitation) each. Since the spectral range measured did not comprise the Rayleigh scattering lines, 
and  Raman  scattering  did  not  appear  to  significantly  affect  the  data,  no  preprocessing  was 
needed. Each tensor was factorized separately by PARAFAC, and only two components could be 
extracted  with  no  convergence  or  two-factor  degeneracy  issues.  On  the  other  hand,  the  joint 
factorization  of  both  RA  and  FF  tensors  by  Advanced  Coupled  Matrix  and  Tensor  Factorization 
(ACMTF)  enabled  the extraction  of up to  four components  depicted  in  Figure 1. FF  data 
contributed to the four components, while only components 1 and 2 could be extracted from RA 
data. FF EEM captures emissions mainly from dissolved species, and RA, from both dissolved and 
dispersed species, so one could expect to recover more factors from RA data than FF. However, 
RA is more affected by inner filtering, which almost completely masked the emission from the two 
other  variation  sources  assigned  to  components  3  and  4.  We  can  therefore  conclude  that  the 
coupled  factorization  of  RA  and  FF  EEMs  has  the  potential  to  improve  spectral  information 
recovered from oil-in-water emulsions and show underlying features beyond the individual 
factorization, and therefore it should be thought of as a strategy also for other types of emulsions. 

 
Figure 1 – Profiles recovered by the coupled factorization of RA and FF EEMs. 
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In this work, the analysis of multi-block data sets with the Multivariate Curve Resolution 
chemometric  method  is  extended  to  the  cases  where  some  of  the  data  blocks  are  missing 
(incomplete) and, additionally, to the cases where the application of multilinearity constraints can 
be  applied  only  partly  to  some  of  these  blocks  [1–3].  Moreover,  different  ways  of  releasing  the 
fulfillment of the multilinearity constraint are tested.  
The proposed approach is shown in the analysis of three types of multi-block datasets. In the first 
one, the multi-block data set consisted of the simultaneous analysis of different chemical 
experiments,  all  of  them  monitored  with  UV  spectrometric  detection,  which  includes  acid-base 
equilibria titration experiments, photodegradation kinetic experiments, and liquid chromatography 
runs. In the latter case of liquid chromatographic experiments, the chromatographic analysis of the 
same samples was additionally performed using mass spectrometry, allowing the ‘fusion’ of MS 
and UV data. The whole data could then be arranged as an incomplete multi-block data set and 
processed with the proposed extension of the MCR-ALS method, where the trilinearity constraint is 
applied only for some components in some of the data blocks simultaneously analyzed [4].  
In  the  second  case,  the  multi-block  data  set  consisted  of  the  simultaneous  analysis  of  UV 
spectrometric  and  spectrofluorimetric  experiments.  In  this  case,  both  photodegradation  kinetic 
experiments and the further chromatographic analysis of the samples were performed jointly using 
UV and fluorescence detection. The whole data set was also arranged in an incomplete multi-block 
data set where some of the data blocks were missing as a result of the setup of the different data 
sets  for  their  simultaneous  analysis.  In  this  case,  some  parts  of  the  data  blocks  could  be 
considered  multiway  due  to  the fluorescence  data  behavior.  In  contrast,  only  the  bilinear  model 
could be applied to other data blocks [5].  
Finally,  in  the third  case,  the multi-block  data  set  consisted  of  the  simultaneous  analysis  of  two 
different hyphenated liquid chromatographic experiments, LC-DAD-MS and LC-DAD-FLD. In this 
case,  several  samples  from  the  same  photodegradation  experiment  were  analyzed  using  both 
hyphenated  techniques,  which  were  also  arranged  as  an  incomplete  multi-block  data  set.  In 
summary, the obtained results show the advantages of using the proposed incomplete multi-block 
mixed multilinear model approach.  
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Proteomics by LC-MS yields data that are complex and advanced computational tools are required 
to  deconvolve  this  complexity.  Alternatively,  test  statistics  under  a  generalized  least  squares 
framework,  are  used  to  model  the  relationship  between  the  instrumental  response  (𝑦! )  and  the 
biological question (𝑥" ) under the null hypothesis that the coefficients, 𝛽#′𝑠, are equal to zero i.e., 
𝑦! = 𝛽 #𝑥" + 𝜖 ! . Fundamentally, it is assumed that the data are normally distributed while the errors 
(𝜖! ′𝑠)  are  uniformly  distributed.  These  assumptions  are  not  always  true,  however,  and  several 
approached to transform the data to meet these assumptions have been devised.  
We comprehensively characterize measurement uncertainties associated with LS-MS proteomics 
using an experiment designed to capture contributions of several sources. We show that for a well-
designed experiment, the total variance associated with biological are hierarchical such that 𝜎$%$&'

( =
𝜎)!%'

( + 𝜎$*+,
( ,  where 𝜎)!%'

(  𝜎≫ $*+,
( .  We  also  show  the  multivariate  structure  of  the  noise  depicting 

correlations between variables and devise a method to model this noise allowing errors in LC-MS 
measurements to be accurately estimated without the need for extensive replication. This estimate 
is then used to pre-process proteomics data to allow low intensity signals to be modelled with the 
same relative importance. 
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Essential oils (EOs) are natural products, which are widely used as flavors and fragrances and as 
phytomedicine.[1] EOs can consist of only a few or up to more than 100 individual compounds in 
varying  concentrations.[2]  Due  to  production  costs  and  high  trading  prices,  EOs  are  subject  to 
adulteration.  Current  quality  control  of  EOs  focuses  on  the  analysis  of  a  few  selected  markers. 
However, this approach is not sufficient. Due to the broad composition of EOs analytical analysis is 
challenging.[1] An extended method for the quality control of EOs is based on compound pattern 
analysis of e.g. terpenes, which has been applied successfully for the geographic allocation of pine 
oil.[3]  A  holistic  analysis  of  natural  products  is  essential  to guarantee  patient  safety  and  correct 
product  labelling  in  phytomedicine. We  therefore  present  an  alternative  approach  for  a  fast  and 
convenient analysis of natural products using dielectric barrier discharge ionization-mass 
spectrometry (DBDI-MS) in combination with chemometrics. DBDI is a soft ionization technique that 
takes  places  at  atmospheric  pressure.[4]  Samples  can  be  placed  directly  in  front  of  the  source 
without pretreatment. Volatile components are ionized and introduced into the MS surface. In this 
approach samples were analyzed using a triple quadrupole MS (Triple Quad 3500, Sciex) using only 
the Q3 scan from a range 50 – 400 Da. This methodology produces characteristic fragment patterns, 
which  can  be  used  for  chemometric  analysis  such  as  hierarchical  cluster  analysis  (HCA)  as 
presented in Fig. 1. 

Figure 1 – Fragmentation pattern after Q 3 scan of different rose oil samples and subsequent HCA analysis. Data was 
processed by conducting background subtraction and normalized by the highest intensity. 

In  a  preliminary  experiment  Q3  scan  data  from  rose  oil  samples  was  used  for  HCA.  HCA  is  an 
unsupervised  classification  method  and  calculates  the  proximity  of  values  and  separates  these 
based on their (dis)similarity.[5] Analysis resulted in separation of the origin of rose oil and might be 
able  to  reclassify  mislabeled  samples.  Further  experiments  suggest  that  the  approach  can  also 
distinguish natural products based on their variety and plant organ. DBDI-MS in combination with 
chemometrics  seems  to be  a promising  quality control approach  with  fast and  convenient 
applicability. 
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A modern era of cancer research is characterized by a permanent development of advanced 
diagnostic  and  monitoring  methods,  which  enable  the  transition  to  a  personalized  care.  Current 
methods in clinical oncology are mostly  invasive  and require sophisticated equipment  and 
specifically trained personnel. The extraction of diagnostically-relevant information from body fluids 
(blood, urine) is a perspective way of low-invasive, fast and cost-effective cancer diagnostic and 
treatment monitoring. 

Near infrared (NIR) spectroscopy is a powerful method for rapid and non-invasive qualitative 
and quantitative analysis, applicable to a wide variety of samples. NIR spectra of body fluids, such 
as blood and urine, allow revealing changes in molecular composition of samples containing intact 
and malignant cells due to the differences in their metabolism. Therefore, NIR spectroscopy has a 
great  potential  for  noninvasive  or  minimally  invasive  and  inexpensive  cancer  diagnostic  and 
treatment monitoring [1].  However, a holistic strategy of NIR spectral data analysis has not been 
developed yet that hinders a wide application of NIR spectroscopy in clinical practice.  

An  NIR  spectrum  contains  rich  information  about the  molecular  interactions  of  water. 
Hydrogen bonds formed between water molecules and their environment reflect molecular 
changes in biological systems [2]. Water absorption bands in the NIR region are potentially useful 
for cancer detection, but a specific data processing is needed to extract the relevant information. 
The aim of this study is to investigate water molecular structure  using the NIR spectra of urine, 
blood plasma and serum by aquaphotomics combined with chemometric methods of data analysis. 
The samples were collected from patients with diagnosed cancer in different locations before and 
after  cancer  surgery. The  raw  and  pre-processed  spectra,  as  well  as  the  loading  vectors  of the 
PCA  analysis  were  studied  to  find  and  assign  the  characteristic  water  absorbance  bands  that 
change significantly in response to the surgical treatment. The reported results can be potentially 
used for the characterization of biological materials and monitoring of cancer treatment.  

The reported study was funded by the grant #MK-2192.2021.4. 
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Misdeclaration  of  food  products  regarding  their  geographical  origin  and  biological  identity  is  a 
major  aspect  of food fraud,  especially  for more expensive  foods  such  as  asparagus. Therefore, 
analytical methods are sought to ensure the determination of these essential characteristics. It has 
already been shown that Random Forest (RF) analyses of the metabolome of asparagus, obtained 
by  LC-MS  studies,  are  suitable  for  origin  determination  [1].  However,  in  this  study,  RFs  were 
applied as black box methods, meaning that no further characterization of the metabolome was 
performed. The goal of the research presented here is to extend RF analysis to both taxonomic 
identity  classification  and  metabolome  characterization  of  asparagus  [2].  For  this  purpose,  we 
apply different RF based approaches, e.g. the variable selection methods Boruta [3] and Surrogate 
Minimal Depth (SMD) [4]. SMD considers the mutual impact of the variables on the outcome and is 
also utilized to identify metabolites that provide similar information for classification. We show that 
this approach can identify features attributed to fragments and adducts of the same metabolite and 
features from different metabolites co-occurring in the respective groups. The latter can be used 
for comprehensive characterization, e.g. for metabolic pathway analyzes. 
 

 
Figure 1 – Graphical summary of the classification and characterization of the LC-MS metabolome of white asparagus 

with random forest methods (from [2])  
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Regulation on the content of cadmium (Cd) in chocolate has affected cocoa farmers in different 
parts of the world, particularly some regions of Latin America where it exceeds the proposed limits 
[1]. Considering that Cd moves from the soil to the plant, it is important to study its availability and 
association with other soil factors (including bacterial activities that can modify the metal 
fractionation on soil through metabolic processes) because this could help to explain or predict Cd 
content  on  the  cocoa  beans,  the  raw  material  for  chocolate  production  [2].  Further,  usually  soil 
samples are taken without considering that the soil can be divided in two fractions (rhizospheric 
and non-rhizospheric) that differ in the properties mentioned above due to plant root exudates. In 
this work, we investigated the correlations between Cd and other physicochemical properties like 
pH, P, CO, cationic bases, and urease activity, looking for differences among the two soil types, 
using chemometrics in R software: Spearman correlations and cluster analysis. 102 soil samples 
(including rhizospheric and non-rhizospheric soils) from two cocoa farms in Santander - Colombia, 
were evaluated. Rhizospheric soil showed that the correlation between available Cd with the other 
variables was (from positive to negative): Cd_pseudototal > urease activity > CO > P > Ca > CICE 
> Mg > K > pH > 0 > AI > Na; while for non-rhizospheric soils it was: Cd_pseudototal > P > CO > 
pH > Mg > urease activity > Na > K > 0 > Ca > Al > CICE (Fig. 1). According to these results, there 
is a different correlation between Cd and the other physicochemical properties considering the type 
of soil, and it is interesting how the urease activity has the second greater Spearman correlation 
coefficient in the rhizospheric soil but has a lower correlation in the case of non-rhizospheric soil. 
From the cluster analysis it was observed that the available Cd showed statistical similarity to Cd 
pseudototal and P, for both non-rhizospheric and rhizospheric soils. This initial approach would be 
complemented with multivariate analysis. The results presented here are important to understand 
soil cadmium availability in cocoa farms and contribute to the development of mitigation strategies 
to reduce Cd content in Theobroma cacao L. 

 
Figure 1 – Cluster and Spearman correlation of Cd and other physicochemical properties for A) Rhizospheric soils and 
B) Non-Rhizospheric soils from cocoa farms in Santander, Colombia. Sodium (Na), AI (Exchangeable acidity), calcium 
(Ca), effective cation exchange capacity (CICE), magnesium (Mg), urease activity, pH, organic carbon (CO), potassium 
(K), phosphorous (P), Cd pseudototal and available cadmium (Cd_DTPA). Circle size and colors varies according to the 

Spearman correlation coefficient. 
 

Keywords: Cd, soil pollutant, hierarchical clustering, Spearman correlation, Theobroma cacao L. 
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Abstract 
The conservation of agricultural-food, play an important factor in helping people live normally and 
in enhancing their quality of life [1,2]. Over the past decades, some investigation has been given 
attention  to  the  adulteration  of  agricultural-food  in  Morocco  [3].  A  many  researcher  uses  the 
multivariate  data  analysis  coupled  with  spectroscopy  as  a  tool  which  contribute  to  the  natural 
environment protection [4,5]. The multivariate data analysis is an efficient, low-cost and 
economical tool, which can lead to evaluate the quality and relationship of various variables of the 
sample. However, a little work published between 2012 and 2022 was carried out in Morocco on 
the application of chemometric methods toward agricultural-food studies. Hence, the aim of this 
paper is to clarify to the scientist the advantage, opportunity and challenge can offer the application 
of multivariate data analysis for enhancing the natural environment protection in Morocco. 
Keywords: natural environment protection, agricultural-food, multivariate data analysis, 
spectroscopy, Morocco. 
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In recent years, the field of machine learning has seen a rapid development of new technologies. 
Some of the most important software libraries such as scikit-learn and TensorFlow use Python as 
their primary programming interface. While chemometrics may be considered a subset of machine 
learning, up to date, no comprehensive free and open-source software library exists in Python for 
chemometric data analysis. 
 
The Python library chemometrics tries to close this gap. Currently, the focus of chemometrics lies 
on the chemometric analysis of spectroscopic data (e.g., UV/Vis, NIR, Raman, NMR and MS). To 
ensure free and open-source usage, chemometrics is released under GPL-3.0 license. 
chemometrics  builds  on  the  concepts  of  scikit-learn  and  extends  scikit-learn’s  functionalities  to 
support  chemometric  data  analysis.  The  package  provides  methods  for  plotting,  preprocessing 
(extended  multiplicative  scatter  correction  [EMSC],  Whittaker  smoother,  asymmetric  Whittaker), 
fitting spectroscopic data (PCA, PLS, MCR, indirect hard modeling [IHM]) and a range of routines 
for analyzing the data and model quality. The code is available on Github [1] and distributed over 
the  Python  Package  Index  (PyPI).  It  is  thoroughly  tested  by  automated  unit  tests  with  a  code 
coverage >97%. The documentation is available online [2], covers the complete public code and 
provides several examples. Due to the close integration with scikit-learn, chemometrics’ 
functionality may be easily included in scikit-learn workflows. 
 
While chemometrics has been actively developed since April 2020, significant gaps remain. Future 
steps  will  focus  on  extending  the  implemented  functionality  as  well  as  on  broadening  the  user 
basis. 
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Visualization of hyperspectral images is not a straight-forward process since each pixel contains a 
vector  of  spectral  values  rather  than  single  value.  One  of  the  commonly  used  approaches  is 
determination  of  some  pure  component  spectra,  assigning  each  of  them  a  different  color,  and 
representing each pixel according to the contribution of the pure components. The crucial part of 
that process is determination of those pure components (generally called unmixing). 
N-FINDR  is  one  of  the  most  commonly  used  for  that.  Despite  its  popularity,  the  tools  and 
algorithms  for  application  are  not  well  established  yet.  Since  the  first  publication  in  1999  [1], 
multiple works suggested different implementations and optimizations of the algorithm under many 
different  abbreviations:  SM  N-FINDR,  SQ  N-FINDR,  SC  N-FINDR,  IN-FINDR,  LDU-N-FINDR, 
LDU-S-N-FINDR,  S-N-FINDR,  MN-FINDR,  MN-FINDR2,  and  so  on.  With  this  and  the  lack  of 
publicly  available  implementations,  the  definition  of  the  algorithm  became  somewhat  blurred. 
Although  there were attempts  to  classify implementations of  the N-FINDR  algorithm  [2],  it 
happened that the same abbreviation is used for different implementations of the algorithm [3]. 
 
In this work, we generalized the N-FINDR replacing the use of abbreviations by two parameters 
defining  the  iteration  direction  and  the  volume  change  estimation.  Structuring  the  algorithm  this 
way covered most of the previous implementations and besides that it also allowed us to introduce 
some  previously  unknown  implementations.  The  generalized  version  is  implemented  in  R  and 
publicly available on GitHub (r-hyperspec/unmixR). In addition, each modification of the algorithm 
was  vectorized  by  replacing  loop  steps  by  matrix  operations.  Finally,  benchmarking  of  each 
algorithm  implementation  was  performed  and  recommendation  for  default  algorithm  usage  is 
given. 
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from the European Union's Horizon 2020 research and innovation programme under grant agreement No 861122 (ITN 
IMAGE-IN). 
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In  multivariate  modeling  of  complex  data,  a  major  aim  is  to  accomplish  fast,  accurate,  and 
quantitative predictions of complex responses based on the collected body of X-data. Furthermore, 
with appropriate data and a workable OPLS model the X variables correlate with the predicted Y 
which is described by the predicted loading p1. 
We  will  present  an  automated  methodology  removing  the  logical  blocks  of  p1-loadings,  while 
retaining  the  predictive  ability  of  the  model  [1].  The  automated  methodology  goes  through  the 
following loop until all logical blocks are removed 
 

1. Calculate, for each X variable, a ratio of a correlation value to a confidence value of the 
correlation value 

2. Calculate, for each logical block, an average of absolute values of the ratios calculated for 
the X variables of the process parameter 

3. Exclude,  from  the  data  set,  the  logical  block  having  the  smallest  average  among  the 
calculated average 

 
With  this  methodology  we  can  support  the  subject  matter  experts  as  they  are  interested  to 
understand how the important X variables correlate with the predicted Y.  
 
Examples from prediction of titer in biopharma and ‘prediction of glucose by Raman spectroscopy 
will be presented 
 
 

 
 

Figure 1 – p1-loadings and confidence intervals with the local blocks with different colors   
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A primary goal of chemometric calibration with spectral data is to form an accurate prediction model 
useable for analysis of new samples. Another goal is to be able to interpret the accurately predicting 
model. For example, once a regression vector is obtained for a spectral data set, such as with partial 
least squares (PLS) to predict pulp content of trees, the user may want to interpret the meaning of 
the regression coefficient values relative to spectral wavelengths and the prediction property. Model 
interpretation is also a dominant theme in today’s machine learning literature [1]. However, due to 
the complexity of each sample with respective hidden matrix effects, model interpretation may not 
be  possible.  Sample  dependent  matrix  effects  can  stem  from  an  enormous  number  of  possible 
sources.  Leading  the  matrix  effect  lists  are  physiochemical  properties  such  as  inter-  and  intra-
molecular interactions dependent on each sample composition (analyte and other species amounts). 
Biological specimens suffer from additional physiochemical properties due to cellular 
microenvironment  variances  in  each  sample.  As  with  most  measurements,  temperature  has  a 
prevailing effect on spectra. It is thought that a model must be able to account and correct for all 
matrix effects to be useful. Yet, studies have shown that diverse models can be formed to accurately 
predict a sample(s). This situation has been labeled the Rashomon effect with the Rashomon set 
consisting of the collective set of useful models [2]. For example, a variety of modeling methods with 
proper  tuning,  such  as  PLS,  deep  learning,  support  vector  machine  (SVM),  or  random  forests, 
applied  to  an  appropriate  data  set  will  all  sufficiently  predict  the  analyte.  In  this  case,  a  large 
Rashomon  set  is  said  to  exist.  Recent  work  connects  the  Rashomon  set  of  useful  models  to 
interpretability [3]. This presentation discusses the Rashomon effect but proposes that strict model 
interpretability may not be feasible since many models satisfy the requirements to be an interpretable 
model yet each would be interpreted differently. This presentation discusses the Rashomon effect 
and its implication in model interpretation. Demonstrating the Rashomon effect are two mathematical 
approaches from the chemometric literature characterizing the multitude of diverse models that can 
be achieved and predict accurately [4,5]. Both approaches establish useful models deviating from 
the orthogonal net analyte signal (NAS) model.  
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Final model selection can be an overwhelming endeavor. The combination of model types, meta-
parameters, preprocessing methods, and variable selection lead to a large number of models to 
consider for deployment. It is useful to consider both the predictive performance of the model and 
the  degree  of  overfitting.  One  possibility  is  to  plot  R2  –  Q2  versus  Q2  (where  Q2  is  the  cross-
validation equivalent of the calibration R 2) [1]. One problem with this plot is that, unlike the root-
mean square error of calibration and cross-validation (RMSEC and RMSECV), it is not in the units 
of the variable to be predicted, thus it is sometimes hard to assess whether the model is fit for 
purpose.  Furthermore,  it  has  a  non-linear  relationship  with  these  metrics.  Here  we  present  an 
alternative plot  which can aid in  model selection, which  is to plot the ratio of RMSECV/RMSEC 
versus RMSECV. This plot makes it easy to find models that are not overfit and still have a small 
error of cross-validation. We also consider adding contours to the plot to aid in finding the model 
which  is  “closest”  to  the  perfect  model,  which  would  be  a  model  with  RMSECV  equal  to  the 
reference  error  and  no  overfitting,  i.e.  RMSECV/RMSEC  =  1.  Additional  plots  to  assess  model 
robustness  are  also  considered.  Models  can  be  tested  to  shifts  in  the  wavelength  axis  and  to 
synthetic interferents. This shows how much the model is sensitive to an unstable instrument or to 
new minor components in the test samples. 
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We present user-friendly software tools to implement Bayesian multivariate receptor modeling in 
the form of a MATLAB function (BNFA) and an R package (bayesMRM). A basic model and a 
Markov chain Monte Carlo algorithm underlying BNFA and bayesMRM are given. An example of 
implementation based on real air pollution data is also provided.  Users can freely choose between 
BNFA and bayesMRM depending on their computing platform. These tools are expected to 
facilitate implementation of Bayesian multivariate receptor models and/or Bayesian nonnegative 
factor analysis models and promote their use in chemometrics. 
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The work presented here is framed in the characterization problems of several categories, which 
represent the only ones of interest for the study. It is about simultaneously modeling K categories 
by focusing on the usual sensitivity of each individual class model and the specificity between each 
two classes [1]. In that sense, as the  K classes are the unique classes of interest, the K-class-
models (regarded as a unit)  are compliant class-models rather than rigorous class-models (also 
known as one-class-classifiers) [2].  
 
This means that the K-class-model is evaluated in terms of a sensitivity-specificity matrix, that is, a 
K× K  matrix  with  sensitivities  in  the  main  diagonal  and  pair-wise  specificities  in  the  off-diagonal 
terms. The evaluation of the models is easier to handle if the matrix can be summarized in a global 
index.  The  insensitivity  of  the  usual  global  indices  made  it  necessary  to  look  for  a  new  one, 
resulting in the Diagonal Modified Confusion Entropy, DMCEN, an entropy-based index which has 
shown to be more sensitive and competitive [3]. Its computation can be done with the code made 
available through MATLAB Central File Exchange [4]. 
 
In a data-driven strategy, DMCEN is used as a criterion to select the proper codification of the K 
categories to be fitted with multiresponse PLS (Partial Least Squares), typically denoted as PLS2. 
Instead of encoding the classes with the usual class indicator variables (also known as One versus 
All, OVA), the developed methodology includes a new coding system based on optimizing up to 
five  criteria  to  find  optimal  coding  matrices  within  the  Error  Correcting  Output  Codes  (ECOC) 
encoding.  
 
Irrespective of the encoding, a new decoding system is also developed by using threshold values 
on the probability to assign objects to class models. 
 
The  procedure  is  applied  to  several  datasets,  comparing  the  performance  of  the  found  ECOC 
encoding with the models computed with the OVA encoding. In all the cases studied, the computed 
K-class-model with the ad-hoc ECOC encoding showed an improvement over the models based 
on OVA.  
 
 
References  
[1] A. Biancolillo, R. Bucci, A.L. Magrì, A.D. Magrì, F. Marini, Anal. Chim. Acta, 820 (2014) 23–31. 
[2] O.Y. Rodionova, P. Oliveri, A.L. Pomerantsev, Chemometr. Intell. Lab. Syst., 159 (2016), 89-96. 
[3] O. Valencia, M.C. Ortiz, M.S. Sánchez, L.A. Sarabia, Chemometr Intell Lab Syst. 217 (2021) 104423. 
[4]  M.S.  Sánchez,  O.  Valencia,  S.  Ruiz,  M.C.  Ortiz,  L.A.  Sarabia,  (2022)  DMCEN  a  MATLAB  function  to 
evaluate the entropy improvement provided by a multivariate k-class-model. MATLAB Central File Exchange 
in https://www.mathworks.com/matlabcentral/fileexchange/112175-dmcen. Retrieved May 27, 2022.  



P44

 

ARE WE THERE YET? EFFICIENT EXPLORATION AND VISUALIZATION OF MULTIVARIATE DATA 
WITH SCORXPLOR 

Thays R. Gonçalves1, Peter D. Wentzell2, Makoto Matsushita1, Paulo H. Março3, Patrícia 
Valderrama3  

1 Universidade Estadual de Maringá, Maringá - Paraná, Brazil 
2 Dalhousie University, Halifax – Nova Scotia, Canada 

3Universidade Tecnológica Federal do Paraná (UTFPR), Campo Mourão - Paraná, Brazil 
patriciav@utfpr.edu.br / pativalderrama@gmail.com  

 
Even  with  the  advance  of  many  complex  chemometric  tools,  exploratory  data  analysis 

through data visualization remains one of the most widely applied approaches in chemistry and 
other fields. Data visualization, typically through subspace projection methods, has the advantage 
of  permitting  human  visualization  of  the  relationships  among  objects.  The  evaluation  of  data 
analysis  has  become  more  challenging  as  well,  with  options  that  range  from  which  signal 
processing method to use (smoothing, differentiation, multiplicative signal correction, etc), to more 
complex choices such as which decomposition methods to use (PCA, ICA, etc) or if the data fusion 
should  be  considered.  The  ScorXplor  algorithm  has  the  answer.  This  software  enhances  the 
exploratory capability of data analysis through a visualization tool to evaluate the benefit of data 
fusion and the effects of preprocessing in the different obtained projections. Fig. 1 illustrates the 
overall process used in this work. 

 

 
Figure 1. Scheme of the algorithm procedure 

 
Starting with the data in the upper right, the analysis may include multiblock  data, which 

can be combined in various ways. The following steps are designated for preprocessing methods 
and  multivariate  projection  tools.  The  result  of  the  collection  of  projections  is  presented  as  the 
scores matrices, which go through a relational analysis stage, where Procrustes analysis is used to 
align the projections and assess their similarities. This information is summarized as a dendrogram 
obtained  from  hierarchical  cluster  analysis  in  the  final  step.  The  ScorXplor  provides  a  simple 
overview of  the projection spaces  and includes features that allow the  rapid identification of the 
projections  and  the  possibility  of  cluster  quality  assessment.  In  this  presentation,  the  utility  of 
ScorXplor  software  will  be  demonstrated  using  the  fusion  of  three  spectral  data  sets  for  the 
exploratory  analysis  of  olive  oils  with  the  application  of  different  preprocessing  and  projections 
methods. 
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Twenty percent of the world's sugar production is obtained from sugar beets, whose manufacturing 
efficiency depends mainly on the quality of the raw material [1]. Prior to processing, sugar beets 
are subjected  to long-term  storage,  which promotes the degradation  of some compounds, 
especially inversion of sucrose to glucose and fructose, which reduces their quality [2,3]. Infrared 
(IR)  spectroscopy  techniques  are  powerful  analytical  tools  that  allow  to  quickly  characterize 
samples based on their interaction with radiation. Hyperspectral Imaging (HSI) provides 
simultaneous spatial and spectral information of the samples, where each pixel contains chemical 
information  [4].  The  objective  of  this  research  was  to  analyze  the  chemical  variation  of  beet 
subjected to a long-term storage period, through of portable Vis-NIR spectroscopy and 
Hyperspectral  Imaging,  enhanced with the application of chemometric  techniques. For this 
purpose, beets were stored in a growth chamber at 20°C and sampled at 1, 28, 40, 84 and 104 
days. The Vis-NIR spectra and the hyperspectral images of slices were acquired in the range of 
400-1100nm and submitted to pattern recognition methods, for differentiation of storage effect of 
samples and for the evaluation of intrasample distribution of components, respectively.  Principal 
Component  Analysis  (PCA),  Soft  Independent  Modelling  of  Class  Analogies  (SIMCA),  Support 
Vector Machine Discriminant Analysis (SVM-DA) and Spectral Angle Mapper Classification (SAM) 
were some of the techniques used. The PCA scores of VIS-NIR spectra showed a clear separation 
between samples that were subjected and not subjected to long-term storage. The classification 
models  validated  by  cross-validation  (Venetian  blind)  presented  between  98-100%  of  correctly 
assigned samples. On the other hand, SAM allowed to observe how the chemical distribution in 
the beets varied during storage (Figure 1). These results are promissory to monitor storage effects 
on sugar beets in a rapid way for biomass selection in sugar industry.  
 

 
 

 
 
 
 
 
 
 
 
 

Figure 1 – Spectral Angle Mapper of HSI of sugar beet without storage (A), after 28 (B) and 40 (C) days of storage.  
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In  past  years,  the  interest  towards  bioeconomy  concepts  has  been  considerably  growing.  In 
particular,  the development  of sustainable  and renewable  bio-based  technologies  for food 
production  is  becoming  increasingly  important.  One of the  most interesting  applications  of 
bioeconomy in the “food” area is the use of enzymes for the transformation of food  ingredients, 
waste or by-products [1], to improve food safety and optimize the overall food treatment process. 
In this perspective, the present study is focused on the optimization of the parameters used for 
lentil  flour  treatment,  which  is  known  as  a  “functional  food”  in  the  field  of  food  supplements. 
Batches  of  lentil  ground  flour,  after  an  initial  extraction  process  at  a  fixed  pH  and  temperature, 
were  hydrolyzed  changing  the  most  critical  process  control  parameters  in  accordance  with  a 
simple design of experiment (DoE): amount of added protease enzyme, different stirring rate and 
the  effective  treatment time.    A total  of  32  different  samples  were  obtained  and  analyzed  using 
both  UV-Visible,  NIR  and  NMR  spectroscopic  techniques.  Samples  were  collected  at  specific 
timepoints of the process and immediately frozen to avoid chemical changes before analysis. After 
thawing,  they  were  first analyzed  by 1H-NMR  spectroscopy  and  then  by  NIR  and  UV-Vis 
spectroscopies, to compare and merge the outcomes of these different characterization 
techniques. 
All spectra were imported into MATLAB software for the multivariate chemometrics analysis. Using 
principal component analysis (PCA) we explored similarities among the samples to look for time 
dependent trends and discrepancies with respect to different factors’ levels (Figure 1). With partial 
least square discriminant analysis (PLS-DA) we also created a model able to clearly distinguish the 
samples treated with the protease enzyme from those untreated. 
Finally, to improve the results and get a better overview, we also performed a low-level data fusion 
by  merging  spectroscopic  data  from  NMR,  NIR  and  UV-Visible  spectra.  This  kind  of  approach 
helped explaining some odd results observed in the scores plots of the PCA performed on NMR 
data alone.    
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1 – PCA scores plot (PC1 vs PC2) obtained from all NMR spectra chemometrics analysis 
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The strawberry (Fragaria  ananassa) is a popular fruit with attractive sensory attributes and a high 
content  of  nutrient  and  bioactive  non-nutrient  components.  Polyphenols  present  in  strawberries 
contribute to their health-promoting effects and attractive sensory attributes such as color, flavor, 
astringency, and hardness. The subject of this study was to characterize the  UV-VIS absorption 
and fluorescence spectra of juice obtained from various varieties of strawberries and to evaluate 
the feasibility of using spectral data for identification of fruit variety. An absorbance and 
transmission excitation-emission matrix (A-TEEMTM) technique was used for the measurements of 
the  spectra.  This  techniques  enables  rapid  simultaneous  acquisition  of  absorption  spectra  and 
fluorescence excitation-emission matrices EEMs [1] and enables correction of inner filter effects.  

 
 

Figure 1 – Fluorescence excitation emission matrices (EEMs) of strawberry juice obtained from fruits of two various 
varieties Korona and Florence. 

 
The obtained spectra were analyzed using chemometric methods. Principal component analysis 
(PCA) revealed differences in spectral properties of juices obtained from various fruit varieties. The 
parallel factor analysis (PARAFAC) was used to characterize excitation and emission profiles and 
relative contribution of fluorescent components of juices. Partial least squares discriminant analysis 
(PLS  -  DA)  enabled  good  discrimination  of  juices  from  studied  fruit  varieties.  The  variable 
importance  in  projection  (VIP)  was  used  to  identify  the  spectral  regions  that  contributed  to  the 
differentiation of classes of juices. 
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Chemsy is a chemometrics and machine-learning framework written in Python with a sklearn syntax 
to  allow  for  flexible  usage.  The  Chemsy  framework  was  designed  to  provide  automated  data 
modelling features with the consideration of full flexibility of the user. Here, we demonstrate the 
simultaneous capabilities of Chemsy in feature selection, pre-processing search, model selection, 
and  hyperparameter  optimization  in  spectroscopic  modelling  via  examples  of  regression  and 
classification using standard benchmark dataset. With the Chemsy framework, specific optimization 
algorithms  can  also  be  customized  to  be  used  for  automatic  pipeline  search.  For  example,  we 
demonstrate  the  use  of  Chemsy  with  various  different  optimization  solvers  such  as  brute  force 
search,  random  search,  design  of  experiment  strategy  [1],  genetic  algorithm,  particle  swarm 
optimization, etc. The use of Chemsy allows for a simplistic, yet fully customizable chemometrics 
platform for upcoming applications. 
 

 
Figure 1 – Illustrative Figure for Chemsy 
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The fishing industry produces a large amount of residues. In fish processing, around 50 % of 
the total fish weight is converted into solid waste and by-products. However, these should not be 
considered  waste  materials,  since  fish  by-products  usually  have  a  high  nutritional  value  and, 
therefore,  a  great  potential  to  be  reused  in  higher-value  applications  [1].  Fish  oils  contain  high 
levels of eicosapentanoic acid (EPA 20:5) and docosahexanoic acid (DHA C22:6), two fatty acids 
(FAs) of great importance in human nutrition. Hence, the analysis of the FAs profile is essential 
since  it  will  determine  the  price  of the  oils, their  management  and  the way  they  will  be  reused. 
Normally,  they  are  analysed  by  gas  chromatography  with  flame  ionization  detector  (GC-FID). 
However, this technique is invasive and time consuming, requiring many steps. Thus, developing 
new tools to determine the lipid profile of the fish oils is of great interest for the industry [2].  

In the last years, spectroscopic methods coupled with chemometrics techniques have emerged 
as  an  alternative  to  monitor  the  quality  of  many  food  products.  In  this  work,  a  handheld  near 
infrared (NIR) spectrometer has been used for the on-site determination of the FAs composition of 
industrial fish oils derived from fish by-products. Eight fish oil samples, coming from unknown fish 
by-products, were used to make 269 different mixtures. GC-FID was employed as the reference 
method  and  samples  were  scanned  with  the  MicroNIR  OnSite  from  Viavi,  working  from  900  to 
1650 nm, with a resolution of 6 nm [3]. 

Several pre-processing methods for NIR signals were compared: multiplicative scatter 
correction (MSC), standard normal variate with and without detrend (SNVd and SNV), Saviztky–
Golay first and second derivatives (using different polynomial orders and windows) and different 
combinations.  In  all  the  cases,  the  NIR  signal  and  the  percentage  of  FAs  (X  and  Y  data, 
respectively) were mean centered before the multivariate analysis. After that, different partial least 
square regression (PLSR) models were developed to correlate the spectra with the percentage of 
saturated  fatty  acids  (SFAs),  monounsaturated  fatty  acids  (MUFAs),  polyunsaturated  fatty  acids 
(PUFAs) and, among them, omega-3 (ω-3) and omega-6 (ω-6) FAs. First, data was divided in two 
datasets, used for creating and validating the five models. After that, all the data were mixed for 
building a new dataset (n c = 269), used for calibration purposes. A random CV with 20 segments 
was used for testing the models. Then, they were uploaded into the MicroNIR OnSite sensor, to 
perform onsite an external validation in real time, using an external dataset (ntest = 29).  

Results regarding the external validation in the prediction of SFAs, MUFAs, PUFAs and ω-3 
were good, with R2 ≥ 0.95, RMSEP ≤ 1.71 in all the cases, and a bias value of - 0.78%, - 0.12%, - 
0.80% and - 0.67%, respectively. However, the model created for the prediction of the ω-6 FAs 
failed (RMSEP = 2.09% and bias = - 1.76%) due to the low variability between samples. However, 
this was corrected applying a bias and slope correction (BSC), obtaining a R2 of 0.95, a RMSEP of 
1.09% and a bias value of -0.05%. Future works will be focused on improving this model, adding 
new samples with more variability regarding the ω-6 content. 
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Raman  and  Infrared  (IR)  spectroscopies  are  well-established  techniques  for  the  unambiguous 
identification of molecular species. However, these techniques are not sensitive enough to detect 
small quantities of analytes. This can be mitigated by using surface enhancement strategies. That 
means the  employment of  substrate  surfaces,  which  are generally  irregular  metals,  semimetals, 
semiconductors  or  polar  dielectric  nanostructures  (i.e.,  smaller  than  the  wavelength  of  light),  to 
enhance Raman (a.k.a., Surface-Enhanced Raman Spectroscopy - SERS) and IR (a.k.a., Surface-
Enhanced Infrared Absorption Spectroscopy - SEIRA) spectra [1,2]. In this study, we are proposing 
an  alternative  approach  to  quantify  the  enhancement  effect  termed  ‘Multivariate  Enhancement 
Factor’ (MEF), which may be more suitable for optimizing the experimental conditions in surface-
enhanced  studies.  For  this,  attenuated  total  reflection  mid-infrared  (MIR)  spectra  were  recorded 
via: 1) a Bruker Tensor II FT-IR spectrometer equipped with a deuterated triglycine sulfate (DTGS) 
detector  (Bruker  Optics,  Ettlingen,  Germany)  and  a  BioATRII  unit  (Bruker  Optics,  Ettlingen, 
Germany),  which  has a circular  silicon  ATR  plate  providing  8–10  internal  reflections;  2)  a 
FTIRSpectrum400  spectrometer  (Perkin  Elmer)  with  a universal  attenuated  total  reflectance 
(UATR)  accessory  (diamond  crystal),  where  spectra  were  recorded  in  the  spectral  region  from 
4000  to  650  cm−1.  All  spectra  were  preprocessed  via  a  baseline  offset  correction  and  mean 
centered. Silver selenide Quantum Dots (QDs) stabilized via mercaptosuccinic (Ag2Se–MSA) and 
mercaptopropionic  (Ag2Se–MPA)  acids  in  aqueous  suspension  were  used  for  amplifying  the  IR 
signature  of  a  variety  of  dye  molecules  (auramine,  fuchsine,  methyl  violet  2B,  neutral  red, 
rhodamine 6G, and rhodamine B) and atrazine solutions, respectively. IR spectra without and with 
Ag2Se QDs composed the data set, and Principal Component Analysis (PCA) models were built. 
PCA is a suitable way to describe the interpoint distance using as few dimensions as possible. The 
scores plot carries the main information on the enhancement effect promoted by Ag 2Se QDs vs. 
the  molecules.  Therefore,  the  enhancement  effect  can  be  determined  by  using  the  interpoint 
distances from each pair of samples (i.e., with and without Ag 2Se–MSA) along the PC1 and PC2 
axes.  Usually,  the  straight  line  distance  between  two  points  in  an  n-dimensional  space  with 
coordinates (x1, x2,…, xn) and (y 1, y2,…, yn) is taken as the Euclidian distance [3]. Therefore, the 
distance between scores for the same dye on PC1 and PC2 axes without and with Ag 2Se QDs 
determines a novel parameter we call the ‘Multivariate Enhancement Factor’ (MEF). In addition, 
the interaction process between auramine and Ag2Se–MSA QDs, was also investigated using PCA 
model employing spectral data from 1470 to 1300 cm-1 (time-resolved spectra recorded during the 
entire  process  of  solvent  evaporation),  which  contains  spectral  information  on  N–Ph,  C–N  and 
carboxylate  anions  vibrations.  As  conclusion,  the  introduced  novel  metric,  which  much  more 
realistically quantifies the enhancement effect across the entire spectrum rather than at a single 
wavelength,  is  also  useful  and  more  suitable  for  optimizing  the  experimental  conditions  during 
surface-enhanced studies. It is also worth noting that the MEF is considered a generic metric that 
can also be used to quantify the enhancement effect in SERS. 
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Unlike other food products, virgin olive oils must undergo an organoleptic assessment in order to 
be  graded  into  a  given  commercial  category,  according  to  their  quality  grade.  Given  that  the 
current  official  method  for  sensory  evaluation  is  based  on  a  trained  human  panel,  it  presents 
several drawbacks that might affect the efficiency and robustness of the method. For this reason, 
disposing  of  instrumental  methods  that  could  serve  as  screening  tools  to  support  the  sensory 
panels is of paramount importance. Sensory parameters involved in commercial classification are 
generally  linked  with  the  aroma  profile  of  virgin  olive  oil  (fruitiness  and  off-flavours),  therefore 
analytical methods based on volatile organic compounds have been developed to become useful 
screening tools [1]. However, the need for an efficient instrumental method for assessing tasting-
related attributes in virgin olive oils has not been resolved yet. 
 
The present work aimed to investigate the application of excitation-emission fluorescence 
spectroscopy  (EEFS)  in  virgin  olive  oil to  predict bitter  and  pungent attributes, since  both 
organoleptic  properties  are  known  to  be  related  with  polar  phenolic  compounds,  which  are 
fluorophores [2]. Bitterness and pungency intensities of 250 samples were provided by an official 
sensory panel and used to build and compare partial least squares regressions (PLSR) with the 
excitation-emission  matrix  (EEM),  after  proper  pre-processing.  Both  PARAFAC  scores  and  two-
way unfolded data led to successful PLSR, given that errors in prediction were always close to the 
error  of  the  sensory  reference  method.  According  to  PLS  regression  vectors,  the  most  relevant 
PARAFAC  scores  for  both  attributes  agreed  with  virgin  olive  oil  phenolic  spectra.  This  fact 
evidenced that EEFS would be the fit-for-purpose screening tool to support the sensory panel in 
this regard. 
 
This  study  has  been  supported  by  the  Spanish  Ministry  of  Universities  predoctoral  fellowship 
(FPU16/01744), with its corresponding short-term mobility grant (EST19/00127), and by the grant 
RYC-2017-23601  funded  by  MCIN/AEI/  10.13039/501100011033  and  by  “ESF  Investing  in  your 
future”.  The  authors  aknowlege  the  Catalan  cooperatives  that  provided  traceable  virgin  olive  oil 
samples, as well as the official tasting panel of virgin olive oil of Catalonia. 
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With  the  advancement of knowledge  and  new  technologies,  vaccines  with  increasingly  complex 
matrices, and different adjuvants, have been developed to improve the efficacy, as well as for dose 
amount reduction. GlaxoSmithKline (GSK) developed Adjuvant Systems (AS) based on a 
combination  of  immuno-stimulants  in  different  adjuvant  formulations  designed  to  enhance  and 
modulate immune responses to vaccine antigens. 
The  current  methods  used  to  quantify  the  components  in  products  containing  multi-component 
adjuvant  do  not  allow  to  obtain  good  results  in  complex  matrices  since  they  are  not  able  to 
discriminate adjuvant, antigen, and excipients/stabilizers content and usually they require sample 
pre-treatments. 
With the ambition  to  discriminate vaccine  components  (antigens and  excipient/stabilizer)  in 
complex  formulations,  the  current  study  explores  the  capabilities  of  UV/Vis  in  combination  with 
multivariate data analysis (MVDA) techniques. The main advantage of the UV/Vis method is that 
no prior knowledge of the refractive index of a sample is necessary, and, at the same time, the 
method is fast and easy to operate.  
For this study, an ad-hoc model matrix was created using various concentrations of 
multicomponent  adjuvant,  Ovalbumin  (as  model antigen) and  surfactant  (as stabilizer).  The 
corresponding UV/Vis spectra were recorded (wavelength range from 200 to 800 nanometers) and 
the data were analyzed using chemometrics and MVDA techniques. The study has pursued the 
ambitious aim of quantifying the three components in matrix: adjuvant, antigen, and stabilizer. 
The MVDA based on the partial least square (PLS) model was used to build the calibration model 
for each of the monitored outcomes. The application of the PLS to the model matrix shows that the 
UV/Vis method is suitable for the simultaneous quantification of the stabilizer (Figure 1), 
Ovalbumin (Figure 2) and component A of adjuvant (Figure 3) throughout all sample combinations, 
as  it’s  clear  observing  the  three  Observed  vs  Predicted  plots  from  the  validation  sets  reported 
below (color scale identifies the concentrations of the attributes). In addition, the model allows to 
identify  the  wavelengths  regions  in  which  signals  fall  in  each  sample,  due  to  the  differing 
absorption properties of each component.  
In the Process Analytical Technology (PAT) and Quality by Design (QbD) era, this study lays the 
foundation  for  the  development  of  new  real-time  analytical  methods  for  the  definition  of  design 
space and control strategy through the formulation step to improve the production of either existing 
commercial product or innovative future vaccines. 

 
 
 
 
 
 
 
 
 
 

 
   Figure 1 – Stabilizer quantification          Figure 2 – Protein quantification          Figure 3 – Component A quantification 
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The study was carried out in collaboration with “Acciaierie d'Italia Spa” (Novi Ligure – Italy) with the 
aim of developing an automatic method for the continuous optimization of the quality parameters of 
the final product based on the process parameters and on the quality of the input materials.   
The  continuous  annealing  process  is  a  complex  production  plant  consisting  in  several  steps:  i) 
continuous feeding and cleaning; ii) annealing and pre-cooling; iii) accelerated cooling, over-aging 
and final cooling; iv) removal of surface oxides and deposition of the final nickel layer; v) skin passing, 
trimming, inspection, oiling, and cutting. The result of a step obviously influences the subsequent 
steps performances. The final aim of the study is to correlate the process parameters and the quality 
of the raw materials in input with the quality observed on the final product, to provide a predictive 
model of the product quality and to identify the role played by the input parameters on the quality 
performances for process/product optimization. The study was developed in different phases:  

1) Data collection and synchronization. In collaboration with computer scientists from Acciaierie 
Italia  Spa,  data  extraction  tools  have  been  developed  able  to  extract  the  process  data 
regarding all the parameters measured  online (speeds,  voltages,  temperatures, etc.), the 
results of the tests performed in the Quality Lab on the final product and the results of the 
chemical characterization of the raw materials used in input. The data needed to be carefully 
aligned and synchronized.    

2) Data analysis by pattern recognition. The overall database, consisting in 78 variables and 
about  6000  collected  samples,  was  then  subjected  to  multivariate  analysis.  Principal 
Component  Analysis  (PCA)  was  exploited  to  identify  groups  of  samples  nd  evaluate  the 
correlation between the variables along the process. Groups of samples emerged from this 
analysis  with  different  behaviour:  these  groups  were  identified  and  further  investigated 
independently.  

3) Construction of models based on the use of artificial neural networks (ANN). The variables 
identified as the most relevant by PCA were used as input to a back-propagation ANN (BP-
ANN),  to relate the  yield and the  degree of  aging  of  the  product to the  input parameters 
(process  parameters  and  quality  parameters  of  the  raw  materials).  Different  ANNs  were 
trained  according  to  the  groups  of  products  identified  in  2).  Samples  were  separated  in 
training, test and evaluation set and all the networks were optimized for what regards the 
architecture and the training parameters.  

The study allowed to investigate multiple aspects of the complex chain of the production plant: not 
only aspects strictly related to the product quality, but also related to process control, how the plant 
data can be used and disclosed for the improvement of the production process. An automatic tool 
was developed, able to operate directly on the database, divide the samples by thickness and train 
the ANNs with good values of R2 and RSME on the evaluation set for each category of steel. 
Aspects such as the aging of the material were also analysed, and the relationship between the latter 
and the temperature in a particular area of the plant called Over-aging, identified as a critical area of 
the plant itself, was investigated. In particular, it was possible to modify the temperatures used in the 
Over-aging area, obtaining an improvement of the process of at least 70% in terms of reduction of 
the phenomenon. Finally, an internal daily report has been created which reports the assessments 
of the production to be shared with the production department and the company management. 
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The  control  strategy  for  the  Mini-batch  continuous  direct  compression  line  relies  on  robust  and 
compliant blend assay and blend uniformity for each blended mini-batch. The blend uniformity for 
each  mini-batch  is  ensured  by  a  parametric control  on the  blending conditions  and  the relevant 
Critical Material Attributes (CMAs). 
Therefore,  a  blending  design  space  has  been  developed  with  variable  blender fill  level,  rotation 
time, rotation speed, and particle size distribution of the API. Two Design of Experiments (DoE) 
have been performed to develop and verify the design space, where the response blend uniformity 
has been obtained using Raman-based PAT at-line measurements.  
This  approach  allows  ensuring  blend  uniformity  within  specification  for  all  mini-batches  that  are 
blended  within  the  obtained  design  space  taking  measurement  uncertainty  into  account..  The 
advantage  of  the  presented  work  is  the  reduction  of  measurement  time  and  costs  for  blend 
uniformity  by  PAT  and  flexibility  to  adjust  for  changes  in  API  particle  size  or  fill  level  while  still 
remaining good blend uniformity. 
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Honey is a valuable natural food product often appearing in the European Commission’s food fraud 
summary as one of the most often adulterated/forged food products in the world [1]. Mislabeling is 
a major issue related to honey products, and its authentication regarding botanical and 
geographical  origins  is  challenging  due  to  the  uniqueness of  each  honey  chemical  profile. 
However, it is possible to find consistent features that differentiate monofloral honey samples from 
different botanical sources [2]. The main challenge consists in differentiate certain floral types from 
polyfloral honeys, especially because there is no consensus in EU regarding labelling regulation. In 
this initial study, 96 samples of honey from 3 different botanical origins (thyme, pine and polyfloral) 
from different countries (Greece, Tunisia, Spain, Turkey and Malta) were analyzed by Inductively 
coupled plasma mass spectrometry (ICP-MS). Principal component analysis was carried out and a 
6-PC model explaining 72.92% of data variation showed trends regarding the floral types in the 
first PC. The scores scatter plot showed a clear difference between the two monofloral types, with 
the polyfloral samples in between (Figure 1A). According to the data, pine and thyme honeys differ 
from each other regarding the content of, mainly, Mg, K, Mn, Co, Cu, Rb, Cd and Cs (Figure 1B). 
Differentiation regarding geographical origin can be observed in the second PC. Extreme values of 
heavy metals were found in some specific groups of samples. Greek and Tunisian pine  showed 
higher values of Cu, Cd and Ni,  while high Pb levels  were found in Tunisian thyme,  as  well as 
Spanish and Greek polyfloral samples, indicating environmental pollution. One-class classification 
models were employed attempting to classify the thyme Greek honey samples. Soft independent 
modelling  by  class  analogy  (SIMCA),  robust  approach  of  data-driven  SIMCA  (DD-SIMCA)  and 
partial least squares density modelling were compared. The results observed in Figure 1C shows 
that  the  classic  approach  of  SIMCA  and  DD-SIMCA  outperformed  PLS-DM.  Although  the  latter 
showed high values of Sp for the prediction set, maybe due to the fact that the choice for the best 
model  uses  information  from  the  non-target  class.  All  models  succeeded  in  differentiate  the 
monofloral samples, being difficult to differentiate thyme from other countries and polyfloral (which 
also contains thyme pollen in its composition). Those initial results show an important advance in 
honey  botanical  and  geographical  origins  identification.  Even  if  100%  of  classification  was  not 
achieved, no pine samples and most of polyfloral samples were not classified as thyme, avoiding 
the laborious pollen analysis step. 

 
Figure 1 Resume of results. PCA (a) scores scatter plot; (b) loadings plot; (c)  results for the classification models regarding thyme 
Greek class. 
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Total-reflection  X-ray  fluorescence  (TXRF)  spectroscopy  is  a  suitable  analytical  method  for  the 
determination  of  the  elemental  composition  of  different  kind  of  samples.  In  recent  years,  the 
technique has been widely used for agri-food products [1]. However, despite the growing 
application of TXRF, few studies have considered and applied multivariate strategies for improving 
method performance and usability. In particular, two critical steps could profit from the application 
of different chemometric tools: i) sample preparation and ii) signal analysis. For the first step, our 
goal  was  to  find  the  best  sample  preparation  for  an  organic  material.  In  literature  there  is  no 
accordance  among the amounts  of  sample/suspender  to  be  used. Thus,  in  this  work,  design of 
experiment has been used as a rational approach to find suitable conditions of sample preparation 
(mass of the sample and dispersant volume). A 22 factorial design was set up having as responses 
the recovery of twelve elements. The obtained response surfaces (Figure 1) allowed to identify the 
region(s) of the experimental domain in which a suitable recovery (80-120%) was reached for most 
of the elements. 
For  what  concern  the  second  aspect,  the  output  of  TXRF  is  a  continuous  spectrum  which  is 
multivariate  in  its  nature.  Nonetheless,  in  literature  these  signals  are  seldom  treated  directly  by 
multivariate methods, while, most commonly, a quantitation of the single elements is carried out. 
Thus, we aimed at evaluating the feasibility of TXRF coupled with multivariate data analysis for the 
discrimination of beans (twenty-four genotypes) from two growing sites comparing this analytical 
approach with the most common one, i.e., by using the quantified elemental composition for the 
multivariate analysis. The elemental dataset (144 × 12) and the spectral dataset (144 × 2312) were 
subjected  to  different  preprocessing  methods  (according  to  the  different  nature  of  the  data), 
explored by PCA and then different classification models were built and tested. The results showed 
that good discrimination between the growing sites could be achieved with both the datasets and 
approaches.  In  the  case  of  the  spectral  dataset,  the  great  variability  associated  to  the  bean 
genotypes masked that related to the growing sites which could be highlighted by using the GLSW 
filter  (Figure  2).  The  practical  advantage  of  the  direct  use  of  TXRF  signals  for  classification 
purposes lied in the possibility to avoid the elemental quantification procedure (and related errors) 
thus speeding up the analysis and the classification assessment. 

 
Figure 1 – Contour plot of the recovery (%) for 

potassium.                                                              
Figure 2 – Score plot of the PCA calculated on the 

spectral dataset using the GLSW filter.
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We have recently synthesized a compound of the Layered Double Hydroxide (LDH) type, that is a 
nanomaterial with a lamellar structure, such as hydrotalcite [1]. On this compound we were able to 
immobilize the catalase enzyme, with the aim of building a biosensor [1]. This purpose was actually 
achieved [1], as evidenced by the characterization of the compound by X-ray diffractometry and FT-
IR. However, we still do not have sufficient information on how the catalase enzyme is bound to 
LDH. It is possible to formulate some speculations, especially taking into account data obtainable by 
XRD spectroscopy, carried out by us, concerning compounds of the LDH type. First of all, since the 
charge of the lamellae is positive and the pH of the solution in which the interaction with the enzyme 
took place is equal to about pH 7, the catalase (with an isoelectric point equal to 5.4) will have a 
prevalence of COO- groups in his terminal chains at this pH value, so that the abundance of these 
negative charges will favor the interactions with the positively charged lamellae. From the X-ray 
spectrum of the pristine LDH it is possible to derive the interlamellar distances in the pristine LDH 
compounds synthesized by us, of the type [ZnII AlIII (OH)2]+ NO3

ˉ, i.e., containing NO3
-  groups, which 

turns out to be about 5-6 Å, while, after the interaction with the catalase, this calculated distance 
becomes about 9-10 Å. It is therefore evident that it is impossible for the entire catalase molecule to 
be housed within the interlamellar space, as the size of the catalase (75-84 kDa) is about 86 Å. More 
likely, as reported in the literature for synthetic polymeric macromolecules (even if not of the same 
type), the interlamellar space will be occupied only by a part of the polymer chain, in our case the 
protein, which will anchor the enzyme to the LDH matrix, most probably by amino acid only. The aim 
of the difficult research that we have recently undertaken is precisely to try to identify which is the C 
terminal amino acid, belonging to one of the catalase chains, that has the greatest probability of 
having entered the interlamellar layer of LDH. To this end, we began to synthesize the same LDH 
but  doped  with  single  amino  acids,  always  contained  in  the  protein  chains.  These  compounds 
obtained with different synthesis methods, both by coprecipitation, and by calcination and 
reconstruction,  have  been  characterized,  both  by  X-ray  diffraction  and  by  FT-IR  spectra.  The 
numerical characteristics, such as the diffraction angle (2θ) and the wavenumber of infrared radiation 
in (cm-1) are compared with those of pristine LDH and catalase doped LDH. 
The result is a data table, destined to expand in the near future, this above all, by increasing the 
number of different amino acids with which it will be possible to doping LDH. At present consisting 
of 5 "Objects" (i.e. three LDH compounds doped with three different amino acids, the pristine LDH 
and LDH with immobilized catalase) and 10 features for each object (consisting of from 4 parameters 
for each compound, deriving from the XRD spectra, and from 6 parameters, deriving from the FT-IR 
spectra),  on  which  a  multivariate  analysis,  i.e.,  PCA  was  performed.  The  hope  is  that,  through 
multivariate analysis, useful information can be obtained, which should provide at least useful clues, 
about which amino acid, belonging to the catalase chain, is most likely to have interacted with LDH. 
In conclusion, we believe that this research undertaken by us, which is destined to expand, may 
prove useful not only to help a solution to the problem that we have proposed to solve in this note, 
but that it can also open up new possibilities for applications, for multivariate analysis, in solving 
problems related to the synthesis of nano-compounds with complex structure, when these interact 
with materials, especially of the polymeric type, both natural and synthetic. 
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Hazelnuts are valuable components of the Mediterranean diet for their high nutritional value and 
sensory attributes, which also make them a fundamental ingredient in the chocolate, confectionery 
and bakery industries [1,2]. 
Hazelnuts  composition  and  qualitative  characteristics  are  influenced  by  cultivar  and  growing 
conditions in their country of origin [2-5]. Hence, verifying the hazelnut cultivar and geographical 
origin is relevant to protect consumers form misleading information.  
Hazelnut  unsaponifiable  fraction  contains  several  secondary  metabolites  such  as  hydrocarbons, 
carotenoids, tocopherols, terpenic alcohols and sterols. Since these compounds are characteristic 
of the hazelnut cultivar and the pedoclimatic conditions [4-7] the fingerprint of the unsaponifiable 
fraction could be a suitable tool to authenticate hazelnut cultivar and origin.  
The aim of the present study is to analyze the unsaponifiable fraction by a fingerprinting approach 
and chemometrics to distinguish hazelnuts from different geographical origins and cultivars. 
In this work the unsaponifiable fraction fingerprint of 267 hazelnut samples from 4 countries and 8 
cultivars, produced along 3 harvest years, was analyzed by gas chromatography-mass 
spectrometry  (GC-MS).  The  chromatographic  profiles  of  17  specific  extracted  ions  were  aligned 
and used to build two partial least squares discriminant analysis (PLS-DA) classification models, 
one to discriminate hazelnuts by the geographical origin and another according to the cultivar. The 
quality  of  the  PLS-DA  models  was  assessed  through  an  external  validation  with  20%  of  the 
samples as test set. To increase the robustness of the validation and to minimize the effect of the 
sample sets’ composition, seven random test sets were evaluated for each model. 
The cultivar PLS-DA model, which was a binary model that differentiate Tonda di Giffoni samples 
from  other  cultivars,  provided  a  93%  of  overall  correct  classification  by  external  validation.  The 
geographical origin model, that was a multiclass model to distinguish samples according to their 
country of origin, correctly classified 91% of the samples.  
These results show that depending on the variable selected for supervising the pattern recognition 
analysis, PLS-DA models can successfully classify samples according to their cultivar or country of 
origin,  proving  the  suitability  of  the  unsaponifiable  fraction  fingerprint  as  a  hazelnut  cultivar  and 
geographical authentication tool.  
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Meat and bones, considered by-products in the meat industry, are used in flour 
manufacture for feed production for pets (cats and dogs), chickens, swine, and fish. For quality 
control, microbiology evaluation concerning Salmonella should be done in flours [1]. In this sense, 
this study aims to develop data-driven decision support tools using near-infrared (NIR) 
spectroscopy and a multivariate control chart based on principal component analysis (PCA) and Q 
residuals to verify the presence of Salmonella in meat-bone flours. 

The Q residuals from PCA are a lack-of-fit statistic that can be used to indicate how well the 
pre-established model is describing the sample, i.e., the Q statistic shows how well each sample 
conforms to the model. It measures the residual difference between a sample and its projection 
into the ‘k’ principal components retained in the model [2]. 

NIR spectra after multiplicative scatter correction and multivariate control chart based on 
PCA/Q  Residuals are  presented in Figure 1  and show the potential  of coupling  NIR  and 
chemometrics to propose a screening method to identify meat-bones flour with/without Salmonella.  

 
Figure 1 – NIR spectra (A) and Multivariate control chart (B).  

Green color = negative for Salmonella / Red color = positive for Salmonella  
 

NIR spectroscopy coupled with a multivariate control chart based on Q residuals 
successfully  distinguishes  meat-bone  flours  contaminated  with  Salmonella  in  a  nontarget  way. 
From  this  unsupervised  tool,  it  is  possible  to  implement  a  criterion  for  supervision  by  using  Q 
residuals. 
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Food quality is often not a simple measure, but commonly influenced by several food constituents 
present  in  various  concentrations.  Using  wine  as  an  example,  process  and  quality  control  is 
commonly  ensured  by  measuring  wine  parameters  (e.g.,  sugar,  acid,  and  alcohol)  by  FT-IR. 
However, these parameters do not describe the wine quality sufficiently. To ensure consistent and 
high-quality wines, interest also needs to be drawn towards low concentration compounds, such as 
the phenolics. The phenolics are a large and complex group of compounds associated with different 
wine  quality  attributes,  such  as  taste,  appearance,  mouthfeel,  and  aging  [1,2].  Fluorescence 
spectroscopy  offers  a possible solution for rapidly  measuring low concentration fluorescent 
compounds  (fluorophores).  This  is  due  to  the  high  sensitivity  and  selectivity  [2],  achieved  by 
measuring fluorescence as a function of two parameters, excitation and emission,  resulting in a 
fluorescence landscape, known as an excitation-emission matrix (EEM).  
 
Complex food samples, like wine, tend to be heavily affected by inner filter effects (IFEs) caused by 
the presence of a high concentration of fluorophores or other absorbing species [3]. Hence, one can 
no longer rely on the intensity of the fluorescence signal to be proportional with the concentration of 
the fluorophore. Additionally, the presence of many fluorophores increases the chance of 
overlapping  signals  in  the  EEM.  The  aim  of  this  study  is  to  investigate  how  to  handle  these 
challenges. Wine is here used as example, but these challenges are expected to be common for 
many food systems and other complex matrices.  
 
A  dilution  series  for  wine  samples  were  measured  using  front-face  fluorescence  and  UV-vis 
spectroscopy.  This study  showed both the applicability and limitation of PARAFAC [4] for 
decomposition of the wine EEMs. The PARAFAC scores proved useful in several aspects of the 
data analysis: i) to elucidate the occurrence of IFEs, even in front-face fluorescence spectroscopy, 
and ii) to investigate the optimal dilution factor to avoid IFEs. Comparison with UV-vis spectra was 
used to obtain an indication of the maximum absorbance that can be tolerated to avoid IFEs in front-
face  fluorescence  spectroscopy.  A  well-established  limit  of  0.05  [5]  is  applied  in  right-angle 
fluorescence, but to the best of our knowledge a guideline for the upper absorbance limit is missing 
for  front-face  measurements.  Additionally,  an  alternative  measure  for  assessing  the  PARAFAC 
model  complexity  (number  of  components)  was  investigated  as  some  of  the  commonly  used 
measures,  like  the  core-consistency [6],  can  sometimes  indicate too  few  components,  hindering 
proper analysis of the system. 
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Chemometrics in the industry is increasingly accepted thanks to better handling of process sensors 
and data. Hence, it is possible to have a better understanding and more efficient industrial process 
monitoring. This guarantees a constant product quality and consequently a more friendly 
environment production, thanks to waste reduction. 
 
The case study here concerns the industrial production of Pesto sauce in Barilla food company. 
Pesto sauce is one of the most popular Italian foods, and it is composed of basil, garlic, extra-virgin 
olive oil, parmesan cheese and other minor ingredients. In order to achieve good quality control, 
Barilla has several sensors installed  in the plant. The basil is the main ingredient, which mostly 
influences the final quality. For this reason, it undergoes an accurate control before entering the 
line with an off-line quality control analysis and real-time control with an RGB Vision System. The 
intermediate product, a mix of basil, oil and salt, is monitored by an on-line NIR probe. In the end, 
the Pesto product quality attributes are evaluated by off-line laboratory analysis. 
 
In this work, we evaluated the potentiality of imaging systems to furnish information that could then 
be integrated with on-line NIR. As a first step, the extraction of features from RGB basil images, 
such as the percentage of area covered by leaves, branches, and stems respectively, as well as of 
dark spots eventually present on the leaves, has been considered. These parameters can enter 
multiblock models to achieve a real-time prediction of quality attributes together with on-line NIR 
data. In addition, a feasibility study to monitor basil and pesto through multispectral vis-NIR and 
hyperspectral NIR imaging has been undertaken. 
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According  to  German  food  guidelines,  marzipan  raw  paste  should  only  contain  sweet  almonds 
(Prunus  dulcis)  sugar  and  water.  The  proportion  of  bitter  almonds  in  marzipan  is  limited  to  a 
maximum  of  12 wt%  while  the  use  of  debittered  bitter  almonds  is  completely  prohibited  [1]. 
However,  currently  no  analytical  technique  can  reliably  monitor  the  compliance  with  this  legal 
requirement [2]. 
 
To detect bitter almond admixtures, we used a genotyping approach based on double-mismatch 
allele-specific  qPCR  (DMAS-qPCR)  [3].  Since  the  bitterness  of  almonds  is  determined  by  the 
maternal genotype [4], we use two prior detected SNPs in rpoB and rps4 genes of the maternal 
inherited plastid DNA. However, it was found that the bitter genotype of samples from Morocco and 
Iran  could  not  be  observed  in  samples  from  Spain  or  Syria.  Assuming  that  the  samples  are 
characterized  by  the  bitter  genotype,  a  regression  model  was  developed  to  quantify  the  exact 
amount of bitter almond admixtures. In addition, statistical tests were applied to verify significant 
bitter almond admixtures in homogenate samples and to show that exceeding the 12% threshold 
can also be detected in marzipan. This makes this method very promising for marzipan 
authentication, especially because debittered bitter almonds can be detected.  
 
In  Figure  1  the  presented  approach  is  summarized  graphically.  The  methods  developed  for  the 
statistical analysis are published in the R package DoubleqpcR on GitHub 
(github.com/LucasFVoges/DoubleqpcR). 
 

 
Figure 1 – Overview of the main results obtained in the development of a method for identifying bitter almonds in 

marzipan. SNP calling with the plastid (cpDNA) reference genome from Prunus dulcis showed diverse variations across 
the genome for bitter almonds from Morocco, Iran, Kyrgyzstan, and Turkey. DMAS-qPCR was used to determine the 
difference (ΔCq) between amplification of the sweet and bitter genotypes for a selected SNP at the rps4 locus. The 

difference is clearly visible in the box plots for sweet almond and bitter almond homogenates from Morocco and Iran. 
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Untargeted LC/GC-MS data are difficult to analyze compared to targeted MS analysis due to data 
analytical challenges, such as high data dimensionality, data collinearity and data artefacts (also 
caused by high data variety). Therefore, chemometrics is required to retrieve information regarding 
similarity among samples and feature importance. For untargeted MS analysis, the response within 
the measurement may be non-linear with respect to the concentration of the 
molecules/ions/fragments. Therefore, we explore the application of CMIM feature selection [1] and 
a  combined  qualitative  [2]  and  quantitative  information  analysis  [3]  to  effectively  extract  and 
interpret untargeted LC/GC-MS data. 
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In commercial wines, a wide variety of compounds can influence the perceived taste of the finished 
product. As a result, winemakers are keenly interested in monitoring the composition of their wines 
to gain an indication of wine style and even wine quality. Of particular interest is the phenolic family 
of molecules, including tannins and anthocyanins.  
 
UV-Vis spectrometry has been widely used in wine analysis, and various simple calibrations have 
been developed, such as using the absorbance at 280 nm to model the total phenolic content, and 
520 nm for total anthocyanins. Further methods available include the methyl cellulose precipitation 
(MCP) assay for tannin content [1]. A major downside of these chemical assays is that they rely on 
univariate calibration, which cannot account for interfering species and require full selectivity [2]. 
As a result, these assays are not always fully reproducible, and are rarely validated against more 
complete  phenolic  analyses  as  provided  by  HPLC.  To  our  knowledge  there  have  only  been  a 
dozen or so papers using chemometrics along with UV-Vis spectrometry for wine analysis [3].  
 
106 Pinot noir wines from New Zealand were measured using a UV-Vis spectrophotometer, from 
190-600 nm, as shown in Figure 1. Various reference analyses were undertaken using HPLC and 
several  common  assays  (MCP,  Folin-Ciocalteu,  and  Somers  colour  indices).  PLS  calibration 
models  were  computed.  The  results  were  particularly  strong  (r2CV >0.9,  %RMSEP<10%)  for 
prediction of total phenolics, tannins, malvidin-3-glucoside, and caftaric acid. The regions of 215-
240 nm and 260-290 nm were strongly correlated with tannins and total phenolics, which agree 
with findings reported by Boulet et al. [4].  
 
An additional external validation set of around 50 wines is being used to assess the robustness of 
the  models.  The  use  of  sparse  modeling,  as  well  as  scaling  and  normalization,  is  also  being 
evaluated.  Overall,  full-spectrum  calibration  has  strong  potential  as  a  simple,  inexpensive,  and 
accurate method for determining a wide variety of phenolic compounds.  
 

 
Figure 1 – UV-Vis spectra of 106 pinot noir wines.  
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Four different NMR predictors have been evaluated for their ability to predict the 1H-NMR spectra of 
fatty acids and fatty acid methyl esters. The four predictors were three commercial softwares from 
Chemaxon (www.chemaxon.com), ACD/Labs (www.acdlabs.com) and Mestrelab Research 
(www.mestrelab.com), and one free online service from NMRdb (www.nmrdb.org) 
1H-NMR spectra of 20 common free fatty acids and their corresponding fatty acid methyl esters were 
acquired on a 600 MHz AVANCE NEO instrument (Bruker). The spectra were collected at 298 K 
using  a  spectral  width  of  30  ppm,  a  size  of  FID  of  128k,  zero  dummy  scans  and  eight  scans. 
Experimental and predicted spectra were exported to MATLAB (www.mathworks.com)  and 
resampled to a common scale and resolution before further processing and evaluation. 
The NMR predictors were evaluated on two main criteria: 1) their accuracy in direct prediction of the 
spectra, and 2) the ability to predict the change that occur in the spectra by introduction of a double 
bond in the fatty acid carbon chain or by esterification of the free fatty acids to methyl esters. 
Since  the  most  important  information  in  NMR  is  where  signals  occur  (chemical  shifts),  common 
methods for spectral comparisons, like spectral contrast angle and correlation are unsuitable for 
NMR spectra. A metrics based of on the position of quantiles of the signals from the functional groups 
was therefore applied. 
The results showed that the predictors from ACD/Labs performed better that the other in the direct 
prediction (Criterion 1), with lower median deviations and fewer outliers. But there was no clear 
winner when it came to the ability of predicting how the spectrum change as a result of a change in 
the molecular structure (Criterion 2). 
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Hyperspectral  imaging  is  used  in  many  fields  of  science,  for  its  powerful  ability  to  separate 
information in both the spatial and spectral domain. Applications range from cell imaging in biology 
to  remote  sensing  in  agricultural  sciences.  However,  in  a  lot  of  cases,  the  spatial  correlation  is 
completely  disregarded  in chemometric  analyses, because  the spatial  dimension is usually 
unfolded pixelwise to provide a two-dimensional data matrix. These data are then decomposed by 
workhorse algorithms such as Principal Component Analysis (PCA) or Multivariate Curve 
Resolution-Alternating Least Squares (MCR-ALS). A very clear example is NIR imaging which is a 
chemical  imaging  technique  based  on  reflectance  spectroscopy.  There  is  significant  spatial-
spectral correlation in NIR images, especially coming from the scattering of light that for complex 
samples  (characterized  by  localized  spatial  non  homogeneities  such  as  morphological/textural 
variations,  object  edges  or  fibres)  introduces  a  non-linear  interplay  between  the  spatial  and 
spectral  dimension.  Usual  pre-processing  approaches  such  as  multiplicative  scatter  correction 
(MSC) that ignore spatial correlations cannot fully correct the measured spectra and if they would, 
then some information related to the physical nature of the sample will be lost as they assume the 
spatial variance to be insignificant. We previously investigated a case study of a semen droplet on 
cotton fabric, analysed with NIR imaging [1]. A novel methodology was utilized, that takes a spatial 
perspective  on  data  analysis  while  maintaining  spectral  relevance,  i.e.,  Image  Decomposition, 
Encoding  and  Localisation  (IDEL)  [2].  The  data  were  dominated  by  scattering  effects,  however 
without removing the scattering contributions, the relevant spatial structures and spectral signature 
were extracted. With this work, we would like to introduce two different problems and how these 
might  be  approached  with  IDEL.  We  will  start  with  a  dataset  that  has  two  physically  different 
components,  i.e., fabric and  stamped flowers  [3].  The  components  show  a  very  similar  spectral 
absorbance and overlap completely in the spatial dimensions. Although the flower pattern is highly 
obscured by the fabric pattern, the flower shape can still be recovered at distinct spectral channels, 
namely where the fabric pattern absorbs the least. The second problem is the analysis of bread 
data  [4].  A  slice  of  bread  was  analysed  over  six  different  time  points  to  investigate  the  staling 
process.  The  data  are  dominated  by  scattering  effects,  however,  in  this  work  we  will  show  that 
regardless of scattering, the underlying information  within the data can  still be extracted. In this 
case, it is the drying effect that is visualised across the six data sets and highlighted within the 
results. 
The spatial dimension in hyperspectral imaging should not be disregarded without careful 
consideration  of  the  information  that  is  within  the  spatial  domain.  Doing  so  might  either  alter  or 
obscure information within the data that is being analysed. 
 
 
References  
[1] Silva C.S.; Pimentel M.F.; Amigo J.M.; Honorato R.S.; Pasquini C.; Tr. in Anal. Chem. 2017, 95, p: 23-35. 
[2] Ahmad M.; Vitale R.; Silva C.S.; Ruckebusch C.; Cocchi M.; Analytica Chimica Acta, Volume 1191, 2022,  
339285 
[3] Khan H.A.; Mihoubi S.; Mathon B.; Thomas J.B.; Hardeberg J.Y.; Sensors, Volume 18, 2045 
[4] Amigo J.M.; Alvarez A.d.O.; Engelsen M.M.; Lundkvist H.; Engelsen S.B.; Food Chemistry Volume 208, 
2016, 318-325 



P67

 

IDENTIFICATION OF SPECTRAL PATTERNS ASSOCIATED TO DIFFERENT 
AGGREGATION STATES OF BETA AMYLOID PEPTIDE IN HYPERSPECTRAL 

IMAGES THROUGH CHEMOMETRIC ANALYSIS 
 
J. Araya1-2, G. Alvez1, M. Tiznado-Fariña1, F. Fuentes-Rabanal1 D. Mennickent1-2, A. Rodríguez2-3, 

E. Guzmán-Gutiérrez1-2, J. Fuentealba1 

1Universidad de Concepción, Concepción, Chile 
2Machine Learning Applied in Biomedicine (MLAB), Chile 

3Universidad del Bío-Bío, Chillán, Chile. 
jarayaq@udec.cl 

 
Alzheimer’s Disease (AD) is a neurodegenerative disorder that causes deterioration of cognitive 
functions and loss of memory. Its origin is still unclear, however, it is known that the accumulation of 
the amyloid beta peptide (Aβ) has an important role due to its neurotoxic effect. The toxicity of Aβ 
depends on the aggregation state in which the peptide is found, which in turn occurs along with 
changes in its secondary structure [1,2]. Furthermore, Aβ could be found in different aggregation 
states  at  once  in  different  parts  of  the  brain,  and  since  only  some  of  these  states  are  toxic,  to 
understand the real impact of this peptide in AD is challenging. 
FT-IR micro-imaging is an ideal tool to study this peptide since it can combine the chemical selectivity 
of infrared spectroscopy, which is sensitive to secondary structure changes, as well as the spatial 
resolution of microscopy [3, 4]. 
The study of hyperspectral images combined with chemometrics analysis allows the extraction of 
crucial information of the surface in study, enabling the identification of spectral patterns associated 
with structural changes of Aβ and the localization of said patterns in an image [5]. 
In this work, we obtained hyperspectral images of the Aβ peptide using attenuated total reflectance 
- Fourier transform infrared (ATR-FTIR). This technique was coupled with multivariate methods, i.e. 
Principal  Component  Analysis  (PCA)  and  Multivariate  Curve  Resolution  with  Alternating  Least 
Squares  (MCR-ALS)  to  find  spectral  patterns  associated  to  different  aggregate  states  of  the  Aβ 
peptide and evaluate the distribution of those patterns in the image. 
We analyzed ATR-FTIR images of aggregated and non-aggregated Aβ samples which were also 
corroborated by Thioflavin-T binding assays as well as Western Blot, silver staining and perforated 
whole-cell patch-clamp as functional physiological control assay. The spectral patterns were found 
to be coherent with the expected structural changes of the aggregate states of Aβ. Hippocampal 
lysates  samples  from  J20  mice,  a  known  AD  mouse  model  that  overexpresses  Aβ,  were  also 
analyzed  by  FT-IR  micro-imaging  and  compared  to  wildtype  mouse  brains.  Using  the  spectral 
patterns resolved by MCR-ALS, it was possible to selectively localize different aggregate states of 
the Aβ peptide on an image. 
This  novel  analytical  platform  could  allow  a  selective  mapping  of  the  distribution  of  different  Aβ 
species in a brain with AD, which could provide a better understanding of the pathophysiology of the 
disease. 
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Gestational diabetes mellitus (GDM) is a hyperglycemia state that is diagnosed during the second 
or third trimester of pregnancy, typically by an oral glucose tolerance test (OGTT) [1]. The OGTT is 
unpleasant, time-consuming and has low reproducibility [2]; moreover, by the time of its use, the 
fetal  phenotype  is  already  altered  in  GDM  pregnancies  [3,4,5].  Hence,  GDM  diagnosis  can  be 
improved. Predictive models that combine vibrational spectroscopy with chemometrics 
classification techniques are an auspicious means to achieve that goal, either as early detection 
tools or as alternative screening tools [6].  
 
The  aim  of  this  study  was  to  develop  and  evaluate  near-infrared  (NIR)-based  chemometrics 
models  for  the  prediction  of  GDM  in  Chilean  pregnant  women.  Pregnant  women  with  ≤  12 
gestational weeks and without pregestational diabetes were recruited in Concepcion, Chile. GDM 
diagnosis was performed at 24-28 gestational weeks, with fasting glycemia 100-125 mg/dL or post 
load glycemia (75 g, 2 h) ≥ 140 mg/dL. Sera were collected during the first (nControl = 71, nGDM = 15) 
and second (nControl = 40, nGDM = 8) trimester of pregnancy. For each serum sample, 5 NIR spectra 
(range  10500-4000  cm-1,  resolution  4  cm-1)  were  recorded  and  averaged.  Besides  the  full  NIR 
wavenumber range, 3 shorter spectral regions were assessed: 10500 to 7600 cm-1, 7600 to 5100 
cm-1 and 5100-4000 cm -1. For each spectral range, 80 different combinations of transformations 
(Savitzky-Golay  smoothing  or  first/second  derivative  with  varying  filter  width,  standard  normal 
variate scattering correction, automatic weighted least squares baseline correction, 2-norm 
normalization)  were  tested.  Data  were  preprocessed  by  mean  center.  For  GDM  prediction,  the 
chemometrics  classification  technique  partial  least  squares-discriminant  analysis  (PLS-DA)  was 
employed.  The  models’  performance  was  evaluated  by  their  area  under  the  receiver  operating 
characteristic curve (AUC) in calibration and leave-one-out cross-validation. 
The best first trimester PLS-DA model was obtained with the 10500-7600 cm -1 spectral region, 2-
norm normalization and mean center. It got a cross-validation AUC (CV-AUC) of 0.7070. The best 
second trimester PLS-DA model was obtained with the 5100-4000 cm -1 spectral region, Savitzky-
Golay first derivative (polynomial order = 2, filter width = 15) and mean center. It achieved a CV-
AUC of 0.9313. 
The developed models are able to classify GDM and control women with a moderate predictive 
power in the first trimester, and an excellent performance in the second trimester. Therefore, the 
latter may be helpful to improve GDM diagnosis, as an alternative screening tool. 
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Vibrational spectroscopy such as Fourier-transform infrared (FTIR), has been used successfully for 
soil  diagnosis  owing  to  its  low  cost,  minimal  sample  preparation,  non-destructive  nature.  The 
present study aimed at facilitating the work of soil spectroscopist by optimizing one of the essential 
settings during the acquisition of FTIR spectra (viz. Scans number) using the standardized moment 
distance index (SMDI) as a metric that could trap the fine points of the curve and extract optimal 
spectral fingerprints of the sample. Furthermore, it can be used successfully to assess the spectra 
resemblance. The study revealed that beyond 50 scans the similarity of the acquisitions has been 
remarkably improved [1].  

 
Figure 1 – Calculated standardized moment distance index (SMDI) for all spectra of the twelve soils samples resulting 
from different scan numbers. The points' (SMDI) rapprochement indicates the improvement of the spectra’s similarity 

 
Subsequently, the effect of the number of scans on the predictive ability of the partial least squares 
regression  models for  the  estimation  of five  selected  soil  properties  (i.e.,  water  pH,  soil  organic 
carbon, total nitrogen, cation exchange capacity and Olsen phosphorus) was assessed, and the 
results showed a general tendency in improving the correlation coefficient (R 2) as the number of 
scans  increased  from  10  to  80.  In  contrast,  the  cross-validation  error  RMSECV  decreased  with 
increasing  scan  number,  reflecting  an  improvement  of  the  predictive  quality  of  the  calibrated 
models with an increasing number of scans.  
The final finding of the present study showed that the number of scans has a remarkable effect on 
spectral  stability  and  represents  an  important  parameter  to  be  taken  into  consideration  when 
recording FTIR spectra of soil samples for the set-up of predictive models in soil spectroscopy. On 
the  other,  the  chemometric  methodology  used  as  part  of  this  study  showed  that  the  recorded 
spectra’s quality (stability and repeatability) was improved by increasing the number of scans. 
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Horsetail (Equisetum arvense L.), which is native in the northern hemisphere, holds a long tradition 
in the supportive treatment of numerous diseases [1]. E.g., it is applied externally to support wound 
healing. Furthermore, due to its diuretic effect, the treatment of infections of the bladder and urinary 
tract benefits from tea made from dried horsetail [2]. However, a common problem is the confusion 
with marsh horsetail (Equisetum palustre) due to its morphological similarity to E. arvense, growing 
in the same habitats. E. palustre contains palustrine, an alkaloid which is potentially toxic [3,4]. 
To differentiate the desired E. arvense from the toxic E. plaustre, near-infrared (NIR) spectroscopy, 
also commonly used in food quality control, can be applied. For this study, over 350 E. arvense and 
E.  palustre  samples  originating  from  all  over  Germany,  consisting  of  3  years  of  harvest,  were 
analyzed using a general-purpose handheld NIR device. After applying dimensionality reduction and 
clustering  techniques  (PCA,  t-SNE)  to  the  spectroscopic  data,  a  variety  of  machine  learning 
algorithms  (kNN,  SVM,  RF)  were  trained  to  classify  the  species  from  the  spectrum.  In  a  cross-
validation approach, it could be shown that the spectra are sufficient to achieve high classification 
accuracies. Additionally, the data allow for determining the harvesting season as well. The success 
of the complete workflow will be further emphasized by assessing  its reliability through posterior 
probabilities for the predicted class labels. 

 
Figure 1 –Workflow from NIR Spectra to Classification. 
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Over the past decade, the use of metal nanoparticles has increased exponentially. The most studied 
nanoparticles  have  been  gold  and  silver  NPs  because  of  their  unique  optical,  electrical,  and 
photothermal properties. Noble metal NPs are able to produce quantum effects, a key parameter for 
naked-eye colorimetric sensing applications, as modifications of their surface charge result in visible 
color change, which can be rapidly and easily detected. [1].  
 
With that aim, silver and gold nanoparticles have been widely used for the colorimetric determination 
of different heavy metal ions, such as, Ni2+, Hg2+ or Cu2+, as well as other smaller ions as Ca2+ and 
Mg2+. These last two have been mostly detected using gold nanoparticles. However, AuNPs are 
much more expensive to buy or to synthesize than AgNPs. Taking that into account, simultaneous 
determination of Ca2+ and Mg2+ with AgNPs was investigated. Calcium has been previously used for 
the  determination  of  cysteine,  as  AgNPs  aggregate  and  undergo  a  color  change from  yellow  to 
orange or red in the presence of cysteine and calcium [2,3]. 
 
In the present work, AgNPs – amino acid system was used for the colorimetric determination of 
calcium and magnesium ions. Firstly, different amino acids were analysed in order to find the most 
selective one. Afterwards, a concentration matrix of 4x4 including both ions was measured by UV-
Visible spectrophotometry and Digital Image Analysis (DIA). In the case of UV-Vis, the reaction was 
carried out for 10 minutes and spectra were recorded every 15 seconds. As for DIA, a 10 minute 
video was recorded using a smartphone and time variable selection was done in order to optimize 
obtained models. 

(A) 

 

(B) 

 

Figure 1 – (A) Example of a kinetic reaction between silver nanoparticles, Lysine amino acid and magnesium 1 mM 
measured with UV-Vis. (B) Photogram of the reaction recorded with the smartphone. 

 
Taking into account the kinetic nature of the reaction and the complexity of mixtures, multivariate 
analysis methods were used. Firstly, kinetic profiles were unfolded into two-way data using Matlab®. 
After, and using the PLS-Toolbox, different pre-processing techniques were analyzed in order to find 
the best way to treat the data. Then, Principal Component Analysis (PCA) was used for exploratory 
analysis, and finally, Partial Least Squares Regression (PLS-R) for the calculation of the calibration 
models for both Ca2+ and Mg2+.  
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The  beverages  produced  from  the  berry  fruit  are  characterized  by  high  nutritional  quality  and 
attractive flavor. They have a high content of macro- and micronutrients, high amounts of dietary 
fiber,  vitamins  A,  C,  E  and  vitamins  of  the  B  group,  and  phenolic  compounds.  Therefore,  the 
consumption of red fruit beverages may be an important element of a healthy diet. 
The  objective  of  the  present  study  was  to  explore  the  feasibility  of  FTIR-ATR  spectroscopy  to 
determine the soluble solids content (SSC), the titratable acidity (TA), and the total polyphenols 
content (TPC) of red fruit juice.  
A beverages commercially available on the Polish market were  studied including juices, nectars 
and syrups produced from blackcurrant (Ribes nigrum), chokeberry (Aronia melanocarpa), 
strawberry  (Fragaria  ×  ananassa)  and  raspberry  (Rubus  idaeus).  Juice  spectra  were  measured 
using a FTIR spectrometer with ATR accessory in the range of 4000-600 cm−1. The soluble solids 
content of the juices was determined refractometrically. The titratable acidity was determined by 
means  of  potentiometric  titration.  The  total  phenolic  compounds  content  was  determined  using 
Folin-Ciocalteu phenol reagent. Partial least squares (PLS) regression and support vector machine 
(SVM)  regression  were  used  to  develop  the  calibration  model  between  the  juices  spectra  (X 
matrix)  and  the  chemical  parameters (Y  matrix).  To  optimize  the  models,  the  spectra  were  pre-
processed  using first-  and  second-order  derivatives,  multiplicative  scatter  correction  (MSC),  and 
standard normal variate (SNV). The selection of variables was carried out using the forward variant 
of the interval PLS method (iPLS). 
 

 
Figure 1. Partial least squares regression models for prediction of soluble solid content and titratable acidity of berry 

juices 
 
Both PLS and SVM showed similar performance for the prediction quality parameters of 
beverages.  Models with high  prediction coefficients (RP

2) were obtained for the determination of 
SSC  (RP

2>0.9),  TA  (RP
2>0.9)  and  TPC  (RP

2>0.8).  The  results  demonstrate  a  good  capacity  of 
FTIR-ATR spectroscopy to predict the basic quality parameter of red fruit juices. 
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Analysing the colour of fruits, especially olives, is one of the most basic steps for the evaluation of 
their ripening and, therefore, to decide when to collect them. Traditionally, this assessment is carried 
out by experts by determining the colour of each olive on a reference scale and then calculating a 
global Maturity Index (MI) of the tree/field [1]. Instead, using digital image analysis can be a more 
objective way to make a quantitative evaluation of the ripeness of olives and other fruits, as colour 
and ripeness are directly related and only one image of a representative number of olives is needed 
(Figure 1) [2]. 
 
Digital images are based on the decomposition of the colour of each pixel into a 3D space, RGB 
(Red, Green  and  Blue) for  instance,  and  the  statistical  analysis  of these  values  can  be  used to 
evaluate the ripening of imaged olives [3]. 
 

 
Figure 1 – Decomposition of a digital image of olives into its Red, Green and Blue channel histograms. 

 
In the histograms of the RGB values (Figure 1), mostly in the Green channel, it can be seen that 
there are two main peaks: one in the lower values (dark pixels) and another one in the higher values 
(light pixels). These peaks evolve as the olives ripen; the dark peak gets higher as the light one gets 
lower, resembling the spectra of one specie reacting into another. 
 
In this work, the histograms have been processed as spectral data to study the correlation between 
sample colour and maturity. For this purpose, several methods have been tried and compared: 1) 
univariate logarithmic regression between histogram peak means and MI; 2) PCA decomposition of 
histograms and correlation of scores with MI; 3) PLS regression of histograms and MI; and 4) MCR 
decomposition of histograms and correlation of concentration profiles with MI. In addition, low-rank 
data fusion strategies have been used to join and analyse different channel histograms 
simultaneously. 
 
All methods have offered a good way to correlate colour and maturity of olives: similar correlation 
coefficients  (R2)  and  prediction  errors  (RMSE)  have  been  obtained,  showing  that  when  the 
information of interest is related to the main source of measurements’ variability this information can 
be easily obtained with many different chemometric tools. 
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A non-destructive method based on infrared spectroscopy, allowing to evaluate the growth of tomato 
plants, is presented. Different types of tomatoes plants (i.e.Crusoe, Marmarino and Red Datterino) 
were monitored. They were grown in fertigate experimental greenhouses utilizing the final product 
of the transformation of the sewage sludge as resulting from a new biokinetic wastewater treatment 
plant.  Main  objectives  of  the  study  were  to  monitor  the  growth  of  tomato  plants,  using  a  non-
destructive and non-invasive method based on tomatoes plants leaves reflectance spectra collection 
by spectrophotometry and to perform the further comparison with those of the same plants grown in 
conventional greenhouses with traditional fertilizers. A JDSU MicroNIR™ portable 
spectrophotometer, operating in the near-infrared region (NIR) (950-1650 nm) was utilized. To follow 
the phenological development  of the seedlings, for each plant, grown in the experimental 
greenhouse, 5 spectra were acquired, every 6 days, for 3 different leaves for a total of 6 time intervals 
(i.e. T0=0 days to T5: 30 days). To perform the comparison, about 15 reflectance spectra were 
acquired  for  the  plants  grown  in  conventional  conditions  and  reached  the  desired  final  stage  of 
production. Starting from the collected spectra, Principal Component Analysis (PCA) was adopted 
to  carry  out  an  exploratory  analysis  and  to  evaluate  the  possible  tomatoes  plants  growth  and 
production variability. Once the PCA model was developed, a comparison was performed between 
the data acquired in the experimental (i.e. fertigation) and conventional (i.e. traditional fertilizers) 
greenhouse where tomatoes plants reached  the desired final stage of healthy and production. As a 
result, it was possible to follow the growth of the plant at different times (i.e. negative space of score 
plot in PC1:  T0, T1, T2 and T3), as well as the production (i.e. positive space of score plot in PC1: 
T4 and T5) (Figure 1). Furthermore, PCA score plot clearly outlines as the spectral attributes of 
tomato plants grown in experimental greenhouses (50-72 days after planting) are very similar to 
those of tomato plants grown with traditional fertilizers (119 days after planting). 

 

 

 
Figure 1 – PCA scores plot of the first two principal components. PCA scores related to the "Desired final stage" 
(conventional greenhouse in production: 119 days from planting) overlap with T4 and T5 scores (experimental 

greenhouse: 50-72 days after planting). 
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It is well demonstrated that alternating least square (ALS)-based approaches significantly aid  in 
comprehensively  understanding  the  behaviour  of  a  system  under  study  due  to  the  possibility  of 
obtaining meaningful results with physical and chemical interpretation. This tool has been vastly 
exploited, particularly in the spectroscopy field, aiming to enhance the efficiency of experimental 
studies.  Notably,  applications  based  on  novel  instrumental  technologies  are  profiting  from  its 
advantages encouraging a mutual broadening of their capacities. Here, the benefits of the usage of 
ALS-based  methodologies  in quantum  cascade  laser-infrared  (QCL-IR)  spectroscopic-based 
applications for protein analysis are described.  
Mid-IR  spectroscopy  is  a  well-established  analytical  technique  routinely  employed  to  study  the 
structure  of  polypeptides  and  proteins  in  a  label-free  manner.  However,  the  low  feasible  path 
lengths  needed  in  conventional  Fourier  transform  (FT)-IR  spectrometers  for  IR  transmission 
measurements of proteins in aqueous solutions are a considerable impairment for the robustness 
of  analysis  and  impede  flow-through  measurements  and  high-throughput  applications.  In  this 
regard,  a  new  technology  based  on  QCLs  emerges  as  a  light  source  highly  interesting  for 
measurements  of  aqueous  samples [1].  Notwithstanding, their  applicability  in  protein  analysis  in 
dynamic processes is a hot research topic.  
First, a QCL-based setup for mid-IR transmission measurements in the protein amide I region was 
used for monitoring dynamic changes in the secondary structure of proteins. α-Chymotrypsin acts 
as a model protein, which gradually forms intermolecular β-sheet aggregates after adopting a non-
native α-helical structure induced by exposure to 50% TFE. The effects of varying pH values and 
protein  concentration  on  the  rate  of  β-aggregation  were  studied.  Extended  multivariate  curve 
resolution  (MCR)-ALS  was  employed  to  obtain  pure  spectral  and  concentration  profiles  of  the 
temporal transition between α-helices and intermolecular β-sheets. The results demonstrated the 
potential and versatility of the QCL-based IR transmission setup to monitor dynamic changes of 
protein secondary structure in aqueous solutions coupled with chemometric analysis [1]. 
Second, a different QCL setup for mid-IR transmission spectroscopy in the amide I and II region 
was used for monitoring pH-induced changes in the secondary structure of  
-lactoglobulin.  Chemometric  analysis  of  the  dynamic  IR  spectra  was  performed  by  MCR-ALS. 
Then,  a postprocessing  procedure  based  on  wavelet  analysis  was  implemented  to extract 
information  about protein  spectra and spurious  signals that may interfere with the result 
interpretation [2].  
Last,  a  QCL-based flow-through  mid-IR  spectrometer  was  placed  in-line  with  a  preparative  size 
exclusion chromatography (SEC) system to demonstrate real-time analysis of protein elution with 
overlapping  chromatographic  peaks.  Chemometric  analysis  by  self-modelling  mixture  analysis 
(SMMA)  and  MCR  enabled  accurate  quantitation  and  structural fingerprinting  across the  protein 
elution transient. The acquired concentration profiles were found to be in agreement with off-line 
liquid  chromatography  (HPLC)  reference  analytics  performed  on  the  collected  effluent  fractions. 
These results demonstrate that QCL-IR detectors in combination with chemometrics can be used 
effectively for in-line, real-time analysis of protein elution.  
All these  works shed light on the fact that  EC-QCL-based IR transmission setup  combined with 
chemometric analysis has high potential and versatility for dynamic and flow-through applications. 
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Multivariate  curve  resolution-alternating  least  squares  (MCR-ALS)  continues  to  be  an  object  of 
great interest  among  chemometricians.  In the analytical  chemistry  field, it has led to the 
development of numerous quantitative applications due to its versatility and ability to exploit the 
second-order advantage. However, the predictive capacity of MCR-ALS models can be severely 
affected by rotational ambiguity (RA), which causes lack of solution uniqueness. In recent years, 
significant contributions have been made in relation to the diagnosis and minimization of RA [1] 
and  the  interest  of  using  MCR-ALS  to  exploit  the  second-order  advantage  has  spread  to  other 
types of data [2], such as first-order and non-bilinear second-order data. In the case of first-order 
data, although MCR-ALS has already been applied, the second-order advantage has not always 
been  exploited  and  RA  not  fully  characterized.  This  latter  aspect  is  critical  since  it  has  been 
theoretically demonstrated that, for first-order calibration in the presence of unmodeled 
interferences,  solution  uniqueness  is  never  reached  in  MCR-ALS  modelling  [3].  Nevertheless, 
previous  reports  reveal  that  satisfactory  analytical  results  can  still  be  obtained,  even  in  the 
presence of RA. On the other hand, regarding second-order calibration, it is well-known that most 
classical chemometric models for second-order data entails the assumption of low rank bilinearity, 
which cannot be accomplished by all instrumental techniques. This represents a limitation for the 
development  of  novel  second-order  calibration  protocols,  since  methods  for comprehensive 
modelling  of  non-bilinear  second-order  data  remain  only  partially  explored.  In  this  context,  an 
interesting alternative is to unfold the non-bilinear data matrices obtained for a set of samples, to 
generate a single bilinear matrix. Therefore, these second-order data can be treated as first-order 
data and then modelled using MCR-ALS. 
In this work, a systematic study was carried out with the aim of tackling the question of when and 
why  MCR-ALS  is  able  to  reach  the  second-order  advantage  in  calibration  with  first-order  data, 
considering both genuine first-order data [4] and unfolded second-order non-bilinear data [5]. In 
both scenarios, simulated and experimental calibration and prediction data sets were generated, 
considering chemical systems of one analyte in the presence of uncalibrated interferents. For each 
calibration-prediction  dataset,  a unique  bilinear  two-way  array  was submitted  to MCR-ALS 
decomposition, keeping the instrumental signals in the columns (non-augmented mode) and the 
sample  indices  in the  rows  (“augmented-mode”).  Purest  variables  was  conducted  for ALS 
initialization, under the restrictions of non-negativity and correspondence between species, and the 
diagnosis of RA was performed through the grid search methodology. In all cases, the analytical 
performance  of  MCR-ALS  was  interpreted  regarding  the  evaluation  of  RA,  the  type  of  ALS 
initialization, the signal overlapping patterns and the degree of instrumental noise. As a general 
conclusion,  it  was  observed  that  the  degree  of  RA  is  drastically  reduced  when  the  analyte 
presents,  at  least,  one  region  of  individual  contribution  (local  selectivity)  in  the  non-augmented 
mode  and  the  ALS  algorithm  is  initialized  in  the  sample  direction.  Under  these  conditions, 
satisfactory predictions can be obtained, which support the ability of MCR-ALS to achieve second-
order advantage with first-order data in a single-analyte chemical system. 
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Thanks  to  its  versatility,  laser-induced  breakdown  spectroscopy  (LIBS)  can  be  used  to  analyse 
unique  specimens,  such  as  Mars  surface,  ocean  floor,  molten  metal  and  radioactive  waste.  In 
many cases like these, there are no appropriate certified reference materials. Boltzmann plot is a 
well-known  approach  for  calibration-free  (CF)  LIBS;  it  requires  optically  thin  plasma  under  local 
thermodynamic equilibrium. It is frequently impossible to strictly fulfil these requirements; extreme 
conditions  like  open  space  or  deep  sea  can  further  complicate  preliminary  checking  of  these 
conditions. 
Stationary laser-induced plasma can be modelled, synthesising a spectrum for a given elemental 
composition  and  other  conditions  [1].  Using  multiparametric  optimization,  it’s  possible  to  fit  the 
model  to  the  experimental  data,  with  relative  elemental  concentrations  and  plasma  conditions 
serving as variables. A gradient-free optimisation method has been chosen for reasons related to 
implementation. 
The model was tested on steel samples and aluminium alloys. Various shapes of the loss function 
have been considered, making it possible to account for analytical lines of very different intensity 
and  highlight  different  detail  of  the  spectra.  The  stability  of  the  solution  has  been  verified  by 
repeated runs with random initial parameters. 
It has been shown that the homogeneous plasma model is enough to predict several elements with 
lines in narrow spectral regions, while a multi-zone model with different temperatures and electron 
densities provides the best results for the full spectra, although in the latter case the accuracy is 
lower.  Finally  several  Curiosity  ChemCam  spectra  were  fitted  by  our  algorithm  to  predict  the 
composition of the studied object. 
 

 
Figure 1 – Left: example surface of the logarithm of the loss function with the plasma temperature and electron density 

as parameters, the optimal point shown in green dashed line. Right: the optimal model spectrum compared against 
experimental spectrum of a C9 steel sample. 
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Spectroscopic methods such as infrared, Raman, and fluorescence spectroscopy have attracted a 
lot  of  attention recently  because  they  provide  quick,  non-destructive,  and  simple  methods  for 
analyzing  dairy  products,  particularly  liquid  milk.  Since  the  potential  of  these  spectroscopic 
techniques  for  being  employed  as  on-line  and  at-line  tools  is  also  of  paramount  importance, 
optimization of experimental set-up for the analysis of liquid milk samples is a critical point in which 
dairy industries are interested.  
 
In this research, a range of vibrational spectroscopic techniques were compared in the 
classification of eight types of commercial liquid milk (butter, fresh, heart active, lactose-free, light, 
slim  line,  and  super  milk,  supplier:  Avonmore,  Ireland).  Five  different  spectroscopic  instruments 
were used to measure the three independent samples of each milk type and chemometric methods 
were  applied  to  the  data.  Samples  were  analyzed  using,  a  portable  Raman  spectrometer  and 
Raman microscope with the laser of 785nm wavelength, near-IR spectrometer and portable and 
bench-top FT-IR systems. The experimental set-up was optimized separately for each instrument 
and  the  spectra  were  analyzed  with  principal  component  analysis  (PCA).  Application  of  PCA 
allowed visual separation of groups in score space (see Figure 1,  score plot of PC1 vs PC2 vs 
PC3). The best visual separation of milk types was achieved with portable Raman and bench-top 
NIR data with PCA.  
 
 

 

 
 
 
Figure 1 – (a) Score plot of PC1 vs PC2 vs PC3 deniatbo by PCA analysis of the NIR spectra  and (b) portable Raman 

spectra of liquid milk samples 
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In this Communication, several methods, intended for different classification issues in the forensic 
and  food  areas,  and  using  discriminant  analysis  of  three-  and  four-way  fluorescence  data,  are 
presented and discussed. 
On  the  forensic  field,  the  analysis  of  fibers  from  clothes  is  of  paramount  importance  when 
investigating a crime scene. Non-destructive excitation-emission fluorescence (EEM) microscopy, 
combined with parallel factor analysis (PARAFAC) supervised by lineal discriminant analysis (LDA) 
and  discriminant  unfolded  partial  least-squares  (D-UPLS),  allowed  the  discrimination  between 
visually  indistinguishable  fibers  [1].  The  same  technique  combined  with  D-UPLS  was  used  to 
classify pre-dyed textile fibers exposed to weathering and photodegradation. These results provide 
information on the weathering history of a fiber [2]. 
On  the  food  area,  to  discriminate  between  smoked  and  non-smoked  paprika  samples,  the  full 
information of EEMs was processed with the aid of D-UPLS, allowing an adequate classification of 
unknown paprika samples into both categories [3]. 
On the same context, the detection of extra virgin olive oil (EVOO) adulteration was proposed by 
using the autofluorescence EEM profiles combined with  D-UPLS. The models demonstrated the 
possibility of detecting adulterations of extra virgin olive oils with percentages of around 15 % and 
3% of olive and olive pomace oils, respectively [4]. In addition, front-face fluorescence was used 
for virgin olive oil monitoring under different photo- and thermal-oxidation procedures. The full EEM 
information was processed by PARAFAC supervised by LDA. The three -way data models allowed 
the discrimination between non-irradiated and irradiated EVOO samples. With a temperature of 80 
ºC and a heating time of 30 min, the first PARAFAC component showed a remarkable modification 
in  its  profile  and  LDA-PARAFAC  allowed  the  discrimination  between  non-heated  and  heated 
EVOO samples [5]. 
Finally,  the  combination  of  EEM  three-way  data  with  LDA-PARAFAC  and  D-UPLS,  allowed  the 
discrimination  between  the  first  and  the  second  maturation  stages  of  Tempranillo  grapes.  The 
incorporation of an additional mode to the data, achieved by a diethyl ether extraction, gives rise to 
a  four-way  excitation-emission-solvent-samples  data  set.  The  four-way  models,  in  combination 
with  LDA-PARAFAC  and  D-UPLS,  allowed  the  classification  of Tempranillo  grapes  according  to 
hydric status [6]. 
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Clustering and spectral unmixing are widely used methods in hyperspectral imaging [1]. The use of 
either  methods  strictly  depends  on  the  type  of  objective  under  investigation.  On  one  hand 
clustering methods aim at partitioning similar pixels, assuming that the spectral signature 
measured at one pixel is characteristic of a unique cluster (e.g. case study in Figure 1.A). On the 
other hand spectral unmixing methods aim at identifying individual sources of spectral variations. 
Each  pixel  can  be  described  as  a  linear  mixture  of  the  pure  spectra  characteristic  of  those 
unknown  individual  sources  (e.g.  case  study  in  Figure  1.B).  However,  some  situations  may  be 
borderline for the use of both methods, which is the case in a mixture of two or more components 
for which only some compositions of the mixture are observed and data distribution shows clear 
clusters (Figure 1.C). This is what spectroscopists often face in analyzing biomedical images [2,3]. 

 

 
 

Figure 1 – Normalized scores in the PC subspace. 
 
Advantages and disadvantages of these approaches are evaluated in this work, in relation to the 
structure  of  the  data,  analyzed  in  both  the  spectral  and  spatial  mode.  Hyperspectral  image 
simulations  of  three  pure  components  facing  different  situations  are  studied  to  find  a  general 
application  framework  for  clustering  and  spectral  unmixing  methods.  K-means  and  Multivariate 
Curve Resolution–Alternating Least Squares (MCR–ALS) approaches are applied to each dataset 
distinguishing situations with and/or without spectral overlap and with and/or without pure pixels 
modulating  the  noise.  K-means  performance  is  evaluated  for  each  simulation  with  and  without 
image background and the results obtained for a different number of components are compared. 
Simple-to-use  interactive  self-modeling  mixture  analysis  (SIMPLISMA)  is  used  to  generate  the 
initial profiles estimation prior MCR [4]. Results showed that MCR identified the three components 
in  all  the  simulated  datasets  belonging  to  the  cases  in  Figure  1.B  and  1.C,  including  noisy 
simulations, and the results were highly depended of the added type of noise. K-means succeeded 
in clustering the data in the situation of Figure 1.A and 1.C. Of course, the clustering technique for 
scenarios as 1.B, in which the discrete samples are missed by varying the concentration profiles, 
was not efficient in terms of analysis time and results obtained. The presence of mixed pixels is 
one limitation because it can result in a wrong data partition. This work is a preliminary work and 
future  development  on  real  datasets  of  biological  tissue  aims  to  investigate  pure  pixels  in 
challenging scenarios. 
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Transmission Raman Spectroscopy is a relatively new analytical technique  for R&D and Quality 
Control  labs  that  can  be  used  to  measure  critical  quality  attributes  (CQAs)  such  as  assay  or 
uniformity  of  unit  dosage  for  pharmaceutical  oral  solid  dosage  products  such  as  tablets  or 
capsules. 
 
The maintenance  of validated  multivariate  calibration  models  for quantitative  spectroscopic 
methods  is  an  important  aspect  of  an  analytical  method  lifecycle.  An  ongoing  issue  at  the 
manufacturing site was the impact of the annual preventative maintenance on the performance of 
the models. This was further exacerbated as a single calibration model was constructed using data 
acquired using two different instruments (Agilent TRS100), but the impact of the maintenance for 
each  instrument  was  different.  For this  reason,  simple  post-processing  such  as  slope/bias 
correction was not effective because it could not simultaneously correct the predictions from two 
different instruments that are exhibiting a prediction bias in opposite directions. 
 
Dynamic Orthogonal Projection (DOP) is a procedure that was well suited to this calibration update 
application.  The  function  of  DOP  is  to  eliminate  the  additional  spectral  variation  present  in  new 
samples  that  was  not  captured  in  the  original  training  set.  To  implement  DOP,  a  set  of  new, 
labelled samples taken from several representative production batches were measured after the 
instrument service was completed. The measured reference values for each sample were used to 
estimate  an  “expected”  spectrum  for  that  sample  from  the  original  training  set  space.  The 
difference  between  the  “expected”  and  the  “measured”  spectra  were  collated  into  a  difference 
matrix, D.  
 
By applying the DOP orthogonalization (using difference matrix D) as an additional pre-processing 
step,  it  was  possible  to  orthogonalize  the  original  training  set  spectra  to  the  new  variation 
introduced  by  the  instrument  service.  Recalculation  of  a  new  PLS  model  using  the  original 
(orthogonalized)  training  set  successfully  eliminated  the  new  spectral  variation  and  restored  the 
performance of the models.  

 
Figure 1 – Schematic showing how DOP was used to update an existing calibration set  
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Near-infrared (NIR) spectroscopy is a well-established and mature technique that has become the 
preferred tool in many fields of applications. NIR equipment, as most of the analytical 
instrumentation, has evolved from large, benchtop-based instruments through on-line and in-line 
instruments  for  industry,  and  finally  to  miniaturized  portable  lab-on-a-chip  devices.  Miniaturized 
NIR  instrumentation  is  gaining  importance  in  the  last  years  despite  the  lack  of  a  suitable  and 
structured  optimization  in  most  of  the  analytical  strategies  used  to  obtain  reliable  results  [1].  In 
order  to  have  a  clearer  vision  of  the  features  and  limitations  of  miniaturized  NIR  instruments, 
understanding the different sources of variability [2] may help to obtain a better performance of the 
results  obtained  with  these  instruments  and  to  understand  the  capabilities  and  limitations  of 
miniaturized NIR instruments. 
 
In this study we have used two different NIR miniaturized instruments (SCiO, Consumer Physics 
and NeoSpectra Micro Development Kit, Si-Ware), with quite different characteristics and modes of 
operation, for the measurement of sweet and bitter almonds, since NIR spectroscopy has already 
shown  its  usefulness  in  measuring  this  type  of  samples  [3].  The  covariance  and  correlation 
matrices  were  used  as  methods  to  understand  and  evaluate  the  sources  of  variability  that  can 
influence the multivariate models built from these data and to infer the optimal spectroscopic range 
and the best pretreatments to be applied to obtain optimal results. This information has been used 
in the construction of classification models for the distinction of sweet and bitter almonds. 
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 Multivariate  curve  resolution  (MCR)  encompasses  several  different  algorithms  that  can  tackle 
spectral mixture problems. One of the easiest routines to implement is the MCR – alternating least 
squares  (MCR-ALS)  algorithm  which  starts  with  an  initial  estimate  for  either  the  concentration 
profiles or spectra of the constituents, and alternates between  estimating the other, with a least 
squares minimisation function. However, in situations where some constituents are  present in a 
disproportionally large number of samples, relative to the others, one or more of the constituents 
can  become  “minor”.  This  can  result  in  the  MCR-ALS  solution  drifting  towards  the  “major”- 
constituents  as  the  model  is  leveraged  by  the  disproportionally  large  number  of  samples.  This 
leverage issue, in MCR-ALS, has recently been investigated by Vitale et al. [1]. An example of this 
is visible in figure 1 (left), which shows the data cloud in the normalized row-space yielded by its 
principal  component  analysis  (PCA)  decomposition.  In  the  plot,  the  three  constituents  and  the 
sample  coverage  are  clear.  Although  there  are  three  linearly  independent  constituents,  one  is 
completely overshadowed by the other two. The MCR-ALS solution, obtained using only a non-
negativity constraint and spectra of pure samples as initial estimates, is not accurate with respect 
to  the  true  solutions  (blue  star)  for  the  minor  component.  The  estimated  spectrum  of  the  minor 
constituent (Comp. C) shows some irregularities, as well as non-zero values for certain spectral 
channels, even though the dataset is selective for the “minor”-constituent. As a solution to such an 
issue,  we  would  like  to  propose  using  an  alternating  weighted  LS  (A-wLS)  routine,  instead  of 
standard ALS. This was initially proposed by Wentzell et al. [2], but the algorithm used weights to 
incorporate measurement error information and impute missing data. We would like to propose a 
weighting scheme, where the samples are weighted based on their importance/relevance for the 
resolution process. An idea of how important/relevant samples are in this context can be obtained 
as described by Ghaffari et al. [3]. After applying a weighting scheme (figure 1, right),  based on 
their importance, the solution obtained is significantly closer to the true solution, with the estimated 
spectra showing less irregularities with respect to the true spectra. We conclude with providing a 
general  framework  for  a  more  robust  MCR-ALS  algorithm,  exploiting  the  principles  of  weighted 
least squares. 

  
Figure 1 – Non-weighted and weighted data clouds, MCR-ALS and true solutions (colour-bar  sample weights) 
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In the coating industry, it is common to produce a composite coating incorporating particles into the 
metal matrix in order to improve some of the properties of the covering. One of the most widely 
used  particles  in  Ni-P  electroless  is  the  polytetrafluoroethylene  (PTFE)  due  to,  among  other 
properties, the high corrosion resistance and lower friction of the resulting Ni-P/PTFE coatings [1]. 
It is very important to control the PTFE concentration in the bath in order to readjust to the optimal 
value because as it is deposited, the concentration of the particles decreases. Moreover, it is also 
important  to  control  that  the  concentration  does  not  exceed  some  critical  value,  otherwise  the 
particles can agglomerated and decrease the level of incorporation [2]. 
 
Nowadays,  the  weighing  difference  is  the  conventional  methodology  for  PTFE  determination  in 
electroless bath. This method has several steps that increase the measurement error and is time 
consuming. Therefore, in this work a method based on UV-Vis spectrophotometric is used so that 
the  measurement  time  and  the  amount  of  sample  necessary  to  carry  out  the  determination  of 
PTFE are reduced. The PTFE is a polymer that has a characteristic peak at 250 nm, as can be 
seen in the Figure 1a, but since it is dispersed in solutions, it also absorbs in the visible zone. 
 

 
Figure 1 – a) Spectra of different amounts of PTFE and a calibration line using the absorbance at 225 nm. b) UV-Vis 

spectra of PTFE, Ni source and a real sample. 
 

Figure 1a shows that there is a correlation between the PTFE concentration and the absorbance at 
225 nm, but as it can be seen in the Figure 1b, the UV zone of the spectrum is saturated when a 
real sample is measured, due to the different organic compounds that are in this type of baths. To 
solve the problem different chemometrics algorithms have been applied. First, PLS models have 
been built in order to determine simultaneously the PTFE and the nickel concentration. Although 
the  models  had  acceptable  errors,  as  the  bath  was  getting  older  the  conditions  changed,  the 
prediction of the samples was not good enough. MCR was also applied to obtain the PTFE and Ni 
pure spectra from the real samples. With this algorithm, two different strategies were followed, an 
external calibration and the standard addition method. With the standard addition data, the classic 
standard addition method has been used after MCR, but also this data have been processing by 
using  the  net  analyte  signal  (NAS)  and  the  H-point  standard  addition  method.  In  this  work,  the 
results obtained with the different methods and models are shown and compared. 
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Spectral data matrices can have an inherent rank-deficiency, that is, the rank of the product matrix
D=CST  is smaller than the number of components in the factors. This can be caused by linear
dependencies within the concentration profiles of pure components, for example, as is seen in the
Michaelis-Menten kinetics. Typically, rank-deficiency occurs in the concentration profiles and the
pure  component  spectra have  full rank.  Rank-deficient  problems  obfuscate  the  true  chemical
structure   in   multivariate   curve   resolution   problems.   This   calls   for   an   extension   to   the   usual
approaches to find feasible profiles for both factors.

We propose a twofold analysis of a rank deficient problem: 
I. The Area of Feasible Solutions (AFS) can be found for the rank deficient factor. This results

in bands of concentration profiles. [2] 
II. If the proper concentration profiles are either given, calculated, measured or guessed, then

the pure component spectra can be determined, but they are not unique, see Figure 1. The
spectral band boundaries can be computed with linear programming problems for every
feasible choice of concentration profiles. [1] 

Together these steps provide the feasible solutions for both factors of a rank-deficient multivariate
curve resolution problem.

Figure 1 – The inherent uniqueness and ambiguity of a rank-deficient MCR problem.
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Different  types  of  brown  sugar  available  in  the  market  (Beet,  Cane  and  Coconut)  could  be 
susceptible to food fraud given their similar organoleptic character and differences in their prices [1].  
Certain minor organic compounds in addition to sucrose usually remain in the final product, which 
can be identified and used as markers for the differentiation of this sugars. The identification of a 
wide range of compounds in a complex matrix can be analyzed by nuclear magnetic resonance 
(NMR) spectroscopy; however, the information contained in an NMR spectrum can be a challenge 
given  the  complexity  of  its  spectral  interpretation.  The  objective  of  this  study  is  to  improve  the 
differentiation of types of brown sugars and their mixtures through the integration and undirected 
resolution  of  the resonances  in  a 1H-NMR  data  set  by  Multivariate  Resolution  Curve-Alternating 
Least Squares (MCR-ALS) as an independent preprocessing method, which consists of dividing the 
data set  into spectral  windows containing between  one and four  resonances,  where  each 
independent window is resolved by MCR-ALS [2]. The exploration of data by PCA was evaluated 
comparing three analysis strategies. Using the original raw spectral dataset and binning data, it was 
not possible to differentiate the samples by sugar type, but using a reconstructed matrix with relative 
concentration values (MatrixC) obtained by MCR-ALS, it was possible to separate by type of sugar 
(brown or mixed) and even the coconut sample from its adulterations. In this way, the use of MCR-
ALS as an independent preprocessing method applied to a 1H-NMR spectral data set demonstrates 
its  potential  by  improving  the selectivity  of this  technique  and  reducing the  effect  of  overlapping 
signals, which would allow increasing classification rates of supervised classification methods such 
as k-nearest neighbor (KNN), smooth independent modeling of class analogies (SIMCA), or partial 
least squares discriminant analysis (PLS-DA) compared to preprocessing commonly applied to NMR 
data, which will be performed, evaluated and validated with a larger set of samples.  
 

          
 
Figure 1 – (a) Scores of PC1 vs PC2 using Raw Data. (b) Scores of PC1 vs PC2 using Binning Data. (c,d) Scores of PC1 
vs PC2 and PC1 vs PC3 using segmented data by MCR-ALS. Samples of Brown Cane Sugar are blue dots, Brown Coconut 
Sugar are red dot, and Mixtures are pink dots.  
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Time-resolved  fluorescence  spectroscopy  (TRFS)  is  a  technique  able  to  measure  the  emission 
decay  of  a  fluorophore  in  the  picosecond  to  nanosecond  timescale  [1].  However,  unmixing 
fluorescence multiexponential decay signals is often very hard due to the high collinearity of the 
decays associated with the different fluorophores [2]. To solve this problem, slicing methodologies, 
such as PowerSlicing, have been proposed [3]. Slicing methodologies tensorize tables of 
exponential  decay  signals  by  putting  together  slices  of  local  time  ranges  of  the  decay  curves 
shifted by a certain lag, generating trilinear data and, thus, providing unique solutions via trilinear 
decomposition. Slicing approaches show  very good performance but require that the number of 
sampling  points  along  the  time  axis  is  large  (typically  a  few  hundreds)  for  the  analysis  of  the 
fluorescence decay signals, for obtaining a large number of slices with rich time decay information. 
In this work, we propose a new methodology called Kernelizing that allows tensorizing tables of 
multiexponential decays for which only a few tens of sampling points have been measured. 
 
The methodology is based on the properties of exponential decay curves that remain exponential 
(same  exponential  decay  rate,  only  the  pre-exponential  factor  changes)  when  convolved  with 
another signal. Kernelizing works convoluting a set of distinct kernels with measured exponential 
decay signals. If multi-exponential  decays have been measured, kernelizing will affect the 
individual contributions of individual signals.  Thus, if a monoexponential decay is convolved by a 
kernel, the result is the same monoexponential decay with different intensity. If a multiexponential 
decay is convolved by a kernel, the monoexponential decays contributing to it will change intensity, 
generating a new multiexponential decay with the lifetimes of these monoexponential contributions 
remaining the same. Every different kernel, then, will provide, by convolution, a different convolved 
multiexponential decay. This particular behavior allows generating many new samples originating 
from the same original multiexponential decay curve. The Kernelizing approach works convoluting 
diverse kernels to an exponential decay. If Kernelizing is applied to a data table formed by a set of 
samples defined by decay curves, the result is, therefore, a data cube, which can be analyzed by 
PARAFAC, providing unique solutions.  
 
To  show  the  performance  of the  proposed  approach,  several  simulated  examples  of  Time 
Correlated  Single  Photon  Counting  (TCSPC)  measurements  with  many  and  few  tens  of  time 
channels  were  analyzed  by  PowerSlicing  and  Kernelizing to  compare  the  results  obtained. 
Kernelizing  was  also  applied  to  TCSPC  measurements  of  mixtures  of  ATTO  fluorophores  in 
solution to prove the good performance of the algorithm in real conditions. Finally, a FLIM image of 
a convallaria majari [4] was also analyzed to show how the lifetimes of the fluorophores present in 
a very complex sample can be extracted when only 12 sampling points are available. 
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Hard   modeling   of   NMR   spectra   by   Gauss-Lorentz   peak   models   is   an   effective   way   for
dimensionality reduction. In this manner high-dimensional measured data are reduced to low-
dimensional information as peak centers, amplitudes or peak widths. For time series of spectra
these parameters can be assumed to be smooth functions in time. We suggest to model these
time-dependent parameter functions by cubic spline functions, which makes a stable quantitative
analysis of NMR series possible even for crossing, highly overlapping peaks. 

Figure 1 – Peak center values modeled at a few select spectra and the underlying cubic spline functions.
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Non-canonical DNA secondary structures include hairpins, cruciforms, parallel-stranded duplexes, 
triplexes, G-quadruplexes and i-motifs. Among all these structures, the i-motif (iM) structure has 
attracted a lot of attention in the last decade. It is formed by C-rich sequences and are composed 
of two intercalated duplexes, stabilized by hemi-protonated cytosine-cytosine + (C·C+) base pairs. 
Interestingly, putative iM-forming sequences have been identified in or near the promoter regions 
of  more  than  40%  of  human  genes,  including  important  oncogenes  such  as  BCL2  and  KRAS, 
where  they  have  been  shown  to  be  involved  in  the  regulation  of  transcription,  by  means  of 
mechanisms in which the iM structures appear to be in dynamic equilibrium with hairpin species 
(Figure 1). 
Herein,  the  effects  of  pH,  temperature,  and  presence  of  cell-mimicking  molecular  crowding 
conditions  on  conformational  equilibria  of  the  BCL2  and  KRAS  i-motif-forming  sequences  were 
investigated by ultraviolet resonance Raman (UVRR) and circular dichroism (CD) spectroscopies. 
Multivariate  curve  resolution-alternating  least  square  (MCR-ALS)  of  CD  data  was  essential  to 
model the presence and identity of the species involved. Analysis of UVRR spectra measured as a 
function of pH, performed also by the 2D correlation spectroscopy (2D-COS) technique, showed 
the role of several functional groups in the DNA conformational transitions, and provided structural 
and  dynamic  information.  Then,  the  combined  use  of  the  two  spectroscopic  tools  by  means  of 
heterospectral 2D-COS analysis made it possible to correlate the changes in the UVRR and CD 
spectra. The results of this study shed light on the factors that can influence at the molecular level 
the equilibrium between the different conformational species putatively involved in the oncogene 
expression [1]. 
 

 
Figure 1 – Schematic illustration of the proposed folding pattern for the KRAS gene promoter iM in equilibrium with the 
hairpin species stabilized by Watson–Crick base pairs. The blue, red, orange, and green circles represent the cytosine, 
guanine, adenine, and thymine, respectively. 
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Molecules such as adenine (ADE), adenosine (ADO), and adenosine monophosphate (AMP) stand 
out due to their essential biological functions, which include cellular respiration, energy transduction 
processes, besides the constitution and formation of more complex molecules (for instance, DNA 
and RNA) [1,2]. Furthermore, studies have revealed its importance in prebiotic chemistry. Thus, to 
strengthen the knowledge about such molecules, it is necessary to develop a simple procedure for 
the simultaneous determination of ADE, ADO, and AMP. Electrochemical methods represent an 
important tool due to their high analytical frequency, good reproducibility, and relatively lower cost 
than traditional methods. In this sense, this work reported an efficient approach through pseudo-
univariate calibration using Multivariate Curve Resolution with Alternating Least Squares (MCR-ALS) 
[3] to simultaneously determine the three species. The signals were provided by using an optimized 
differential pulse voltammetry method (DPV) with the boron-doped diamond electrode. The results 
indicated an excellent electrochemical response for the oxidation reaction of species individually 
(sweep from +0.80 to +1.50 V vs. Ag/AgCl), with concentrations varying from 5 to 30010–7 mol L–1. 
Although  the  results  were  promising  and  the  electrochemical  response  reproducible,  it  was 
impossible to separate the oxidation peaks under the simultaneous form using the DPV. 
Nonetheless, MCR-ALS allowed for the individual signal recovery, besides a promising quantification 
of each amino acid. Figure 1 shows the results for (A) original normalized signals, (B) MCR-ALS 
normalized recovered signals, and fitting regarding concentrations (real vs. predicted by MCR-ALS) 
for (C) ADE, (D) ADO, and (E) AMP. This study encourages further exploration of the methodology 
in the study of amino acids. 
 

  
Figure 1 – (A) Original normalized signals, (B) MCR-ALS normalized recovered signals, and fitting regarding 

concentrations (real vs. predicted by MCR-ALS) for (C) ADE, (D) ADO, and (E) AMP. 
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Factor  analysis  is  still  an  evolving  area  of  research  dedicated  to  analyze  data  sets  coming  from 
various  scientific  disciplines  [1].  Different  algorithms  have  been  proposed  to  componentize  the 
measured  data  into  physico-chemically  meaningful  profiles  [2].  However,  both  accuracy  and 
uncertainties  of  bilinear  factor  decomposition  algorithms  should  be  evaluated.  Bayesian  Non 
Negative  Factor  Analysis  (BNFA)  is  a  multivariate  receptor  modeling  based  on  Markov  chain 
Monte Carol (MCMC) method which is an attractive approach as it offers a great deal of flexibility 
in  both  modeling  and  estimation  of  parameter  and  specially  in  the  estimation  of  the  model 
uncertainty [3]. 
 

 
Fig. 1. Geometrical representation of the Area of Feasible Solutions (AFS) obtained in the investigation of an 

environmental data set and trajectrories followed by the different NMF optimization methods. The blue circles are the 
data rows and black triangle show the outer bondaies of data. BNFA drives the esttimations during the optimization 

iterations (MCMC samples,(black dots) toward the AFS and for the uncertainty calculations. Comparison of the 
onvergence tracks for various bilinear non-negative factor (NMF) decomposiution methods (ALS, NMF-MU, 

ALS+NMF-FU, NMF-PG and BNFA) is depicted. 
In order to investigate the properties of the different NMF methods, a synthetic environmental three 
sources apportionment data set is used. Representation of the trajectories followed by the different 
NMF  methods  in  the  AFS  plots  provide  a  geometrical  insight  not  only  into  the  convergence 
properties of these different methods, but also on the microstructure of the investigated data set. In 
this work, BNFA convergence is investigated in detail to show how the  uncertainty estimations are 
obtained  in  the  successive  MCMC  iterations  (see  Fig.  1).  On  the  other  hand,  identifiability 
conditions  of  the  BNFA  method  can  be    investigated  regarding  the  number  and  location  of  null 
elements  in  the  factor  profiles.  Finally,  the  MCR-ALS,  and  non-negative  matrix  factorization 
(NMF) multiplicative update (MU) and projected gradient (PG) optimization methods are compared 
with  the  BNFA  results  obtained  within  the  AFS  for  this  three-component  environmentasl  source 
apportionment data system.  
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Time correlated single photon counting (TCSPC) is a time resolved spectroscopy technique that 
has been used in solution studies to resolve mixtures of fluorophores with high spectral overlap [1]. 
The  technique  is  amenable  to  fluorescence  microscopy  imaging  (fluorescence  lifetime  imaging 
microscopy,  FLIM)  where  the  chemical  contrast  for  each  pixel  is  produced  by  the  measured 
fluorescence decay. FLIM images are as a time resolved image [2]. However, unmixing of FLIM 
data is a difficult task due to the lack of selectivity, and multi-exponentiality of the decays. In this 
work, the application of a multilinear analysis (Parallel Factor Analysis, PARAFAC) [3] is 
investigated for curve resolution, i.e. identification and characterisation of the lifetime and spatial 
distribution of each fluorophore. We also consider the application of PARAFAC-Slicing[4].  
To  begin,  a  simple  set  of  experiments  was  designed  and  ten  solution  mixtures  of  three  dyes, 
(ALEXA-647, ATTO-655, and ATTO-665) were measured with TCSPC at 8 emission wavelengths. 
We analyzed the data  using both PARAFAC and PARAFAC-Slicing, and show that exploiting the 
data obtained at any single emission wavelength would be sufficient here despite huge overlap of 
the  profiles  of  individual  contributions.  Next,  the  autofluorescent  daisy  pollen  was  analyzed  by 
FLIM [5]. The sample was excited by a pulsed laser at 485 nm and the fluorescent light emitted at 
530 nm. Binning  was used to preprocess the FLIM data in order to increase the signal-to-noise 
ratio.  The  two-way  imaging  data  matrix  was  rearranged  into  a  three-way  array  and  PARAFAC 
slicing was applied. (Figure 1). The results were then compared with the ones obtained by a curve 
fitting approach. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Figure 1 – A three-component PARAFAC-Slicing model of the FLIM data of a daisy pollen sample. (a) Mean image of 
the data, (b) distribution images of the components (2 layers of wall and 1 cytoplasm), (c) the corresponding decay time 
profiles, (d) the total number of slices and their associated contribution. 
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The  presence  of  pharmaceuticals  in  surface  waters  and  effluents  due  to  human  consumption, 
veterinary practice, or industrial activities is of concern. Sulfamethoxazole (SMX) is one of the most 
widely  used  antibiotics  worldwide  and  has  been  detected  at  high  concentrations  in  wastewater 
treatment plant effluents and river waters. 
 
In this study, the SMX combined UV/Chlorine Advanced Oxidation Processes (AOP) are assessed 
and compared with the sunlight photodegradation [1] and the chlorine oxidation processes, each 
one  individually  and  then  also  simultaneously.  Photodegradation  tests  were  performed  using 
Suntest CPS equipment which simulated a sunlight exposure of the samples. Different 
experimental techniques, including UV-Visible spectrophotometry  and liquid chromatography 
coupled to a diode array detector and positive and negative ionisation mass spectrometry (UPLC-
DAD-MS), are proposed to evaluate the degradation reaction of SMX. 
 
All  the  analytical  data  generated  have  been  processed  with  the  Multivariate  Curve  Resolution  - 
Alternating  Least  Squares  (MCR-ALS)  method  [2,3]  to  monitor,  resolve  and  identify  the  several 
transformation products generated during the studied degradation  processes. A new data fusion 
analysis strategy is proposed to examine the three processes simultaneously (with only light, only 
chlorination, and simultaneous light+chlorination). Combined with the analysis of different 
analytical techniques individually, the fusion of all generated data improved the description of the 
degradation processes. Results obtained by the proposed procedure permitted the detection of all 
generated species and transformation products formed in each case and allowed the comparison 
of the effects produced by the two different oxidation processes. 
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The Regions of Interest-Multivariate Curve Resolution (ROIMCR) methodology, recently proposed 
as  a  proteomic  tool [1], combined  with  Partial  Least  Squares-Discriminant  Analysis  (PLS-DA)  is 
shown for the analysis of environmental proteomics [2] samples. 

Polymeric devices were placed 11 days in the influent water of the Gavà-Viladecans (Barcelona, 
Spain) wastewater treatment plant  at 3 different times, between April and May 2020, during the 
quarantine period of the SARS-COV 2 pandemic.  Slices from these polymeric devices were cut, 
purified,  and  digested  with  trypsin.  Tryptic  peptides  (a  triplicated  at  each  sampling  time)  were 
analyzed by LC-HRMS/MS using an Orbitrap XL and the data obtained were exported to MATLAB 
computational environment and analyzed by the ROIMCR procedure [3]. A first step of filtering and 
compression of datasets was performed by the Regions of Interest (ROI) procedure, without losing 
mass accuracy. Multivariate Curve Resolution-Alternating Least Square (MCR-ALS) was applied to 
the ROI  compressed  data matrix  resolving  181 ‘pure’  components,  explaining  most of  the 
experimental data variance (96.86%).  Most of these components can be associated with peptide 
signals.  The  peak  heights  of  the  elution  profiles  of  these  components  were  then  analyzed  by 
Partial  Least  Squares-Discriminant  Analysis  (PLS-DA)  [4],  resulting  in  41  MCR  components 
(potential  peptides)  as  being  the  main  responsible  of  the  observed  differences  among  samples 
collected at different times. 

A final identification step of peptides, and their protein inference, from the signals that belong to 
those  41  MCR  components  responsible for the  main  variability  among samples  was  performed, 
and a number of them could be properly fragmented and identified. As a final result, a variety of 
proteins have been postulated to be present in the analyzed wastewater samples, such as those 
from  immunoglobin  domains,  chaperonins,  elongation  factors,  or  ATP  synthases  belonging  to 
different  eukaryotic  (e.g.  human  or  mouse)  and  bacterial  species.  Further  work  is  pursued  at 
present using LC-HRMS/MS analysis of those target MS signals that were previously selected by 
the  combination  of  the  ROIMCR  and  PLSDA  procedures.  This  data  analysis  will  allow  a  more 
comprehensive identification of the peptide signals responsible of the variability observed among 
the different sampling times. 
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The “GreenBat” project focuses on the study of state of health monitoring of secondary batteries with 
advanced “green” formulations. European recycle map on battery energy storage plans to replace 
positive electrodes consisting of cobalt (Co) and fluorinated (F) graphite-based negative electrodes 
constituents  with environmentally sustainable  alternatives,  without  compromises on performance 
and able to mitigate the environmental impact of production/recycling. Recently, "green formulations" 
of  the  already  consolidated  and  widespread  Li-ion  technology  (LIBs)  have  been  validated;  in 
particular, recent trends  suggest  the use of electrodes based on silicon  (Si), Co-free manganites 
(LiMnO2) aqueous  soluble  binders  and  fluorine-free electrolytes [1].  There is a  consolidated  and 
comprehensive know-how on battery SOH analysis through impedance spectroscopy (EIS) [2]. EIS 
is  extremely  flexible  as  it  easily  adapts  to  the  innumerable  possible  formulations  of  the  LIBs 
undergoing  specific degradative  mechanisms. SOH is defined as  a quantitative  descriptor of the 
performance of a battery in a given time of its use, compared to the data provided as benchwork by 
the manufacturer. In the GreenBat project, we want to get a description as detailed as possible of 
the chemical and morphological changes during the battery cycling, through spectroscopies (Raman, 
IR and fluorescence) and micro-spectroscopies operating in parallel with impedance analysis. These 
experimental data will be integrated  with the electrochemical performance in a multiblock dataset, 
which  will  constitute  the  basis  for  chemometric processing.  The  purpose  of  this  chemometric 
modelling is to integrate the SOH data estimated by electrochemical parameters, and correlate SOH 
evolution to the chemical and physical state of individual battery constituents [1,3]. Here we illustrate 
the analysis of SOH of a pouch cells formulation (100 mAh Customcell) constituted by LTO (Lithium-
Titanate) as anode, LFP (Lithium-Iron-Phosphate)  as cathode and the LP30 electrolyte (EC:DMC 
1:1 and LiPF6 1m). After formation cycles (CC-CV), the cells have been submitted to galvanostatic 
charge/discharge cycles at C/2 at 30°C. After about 500 cycles, batteries show good performances 
both  for  coulombic  efficiency and  specific  capacity  (Figure  1a).  Turning  to  the  chemometric 
modelling, as a starting point we verified the ability of PLS regression applied to the voltage profiles 
during charge cycles to estimate the SOH of a benchmark dataset by Lin et al. [1] (Figure 1b). 

 
Figure 1: a) Specific capacity (mAh/g) and Coulombic Efficiency (%) during first 492 cycles; b) Results of PLS modelling 

of the benchmark data in [1]: the plot displays the comparison between predicted and measured SOH for the training 
(red circles, data from 5 cells) and the test (black squares, data from the remaining three cells) sets. For the test set, the 

value of R2 is 0.9977 and RMSEP is 0.0034. 
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In  this  work,  a  new  approach  for  model  formulation  and  model  building  in  the  context  of  Soft 
Independent  Modeling  of  Class  Analogies  (SIMCA),  to  overcome  the  limitations  of  the  way  it  is 
normally implemented in the literature and used. This approach improves the performance of the 
SIMCA  algorithm  through  the  use  of  potential  functions  for  non-parametrically  estimating  the 
probability density of the scores, at the same time taking into account the residuals of the model [1]. 
A further advantage of the proposed algorithm is that the new formulation of SIMCA can be easily 
applied to the case when dealing with more than a single block of data, thus allowing to apply, for 
the  first  time,  a  modelling  classification  technique  also  for  so-called  "multi-block"  problems,  i.e., 
where different matrices of data are used to describe and characterize the same sets of samples.  
The  proposed  approach  has  been  applied  to  three  sets  of  spectroscopic  data  measured  in  the 
context of food authentication problems and involving the possibility of tracing the origin of different 
value-added products (PGI oranges from Sicily, a craft beer from Lazio [2] and the PGI Bell Pepper 
from Senise[3], respectively). In all cases, SIMCA models were built both considering a block of data 
at a time and through different strategies of "data fusion". The proposed modification introduced into 
the SIMCA algorithm has allowed to obtain models with increased sensitivity and specificity (so, also 
a better overall efficiency) with respect to those built following the conventionally used approach. 
Moreover, as far as the multi-block analysis is concerned, the results evidenced on one hand that, if 
fusion  occurs  through  a  low-level  approach  (i.e.,  just  concatenating  the  different  data  matrices) 
performances are comparable, if not even worse, to those of the best model built on a single block. 
On the other hand, when a mid-level fusion strategy was adopted, i.e., by concatenating principal 
components extracted from the individual data blocks, the integration of the information from the 
different matrices provided an improvement in the classification efficiency. 

 
 

Figure 1 – Example of class modeling accomplished through the use of the modified SIMCA algorithm: Projection of the 
training and test samples onto the space of non-PGI samples for the orange multi-block data set. 
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The  elemental  composition  of  63  emmer  samples  produced  in  three  different  Italian  areas, 
Monteleone  di  Spoleto  (Umbria),  Garfagnana  (Tuscany)  and  National  Park  Gran  Sasso-Laga 
(Abruzzo) were analyzed by Inductively Couples Plasma-Optical Emission Spectrometry (ICP-OES) 
combined with microwave-assisted digestion [1]. Recoveries were determined by the analysis of 
genuine and fortified samples spiked at different concentrations. The recoveries of minor elements: 
Ba, Cu, Fe, Mn and Zn, (1−50 μg/g concentration range) varied from 83% to 100%, whereas those 
for major elements (0.2− 5 mg/g): Ca, K, Mg and P, ranged from 85% to 98%. At first, Analysis of 
Variance (ANOVA) was applied to investigate the significance of the detected elements (Ba, Cu, Mn, 
Fe, Zn, Ca, K, Mg and P). Eventually, samples were divided into a training and a test set (of 33 and 
30  objects,  respectively)  preprocessed  (by  log10  scaling  and  mean  centering)  and  Partial  Least 
Squares Discriminant Analysis (PLS-DA) was used to classify samples according to their 
geographical origin. PLS-DA highlighted that samples clearly group according to the geographical 
origin and the predictive model led to a correct classification rate of 100% for all the external samples. 
The investigation of the biplot (Figure 1) and the application of the Variable Importance in Prediction 
(VIP) analysis indicated that all the elements except Cu contributed to the characterization of the 
three  different  geographical  classes.  Briefly,  the  concentration  of  Fe  is  higher  in  samples  from 
Spoleto while the emmer from Gran Sasso is richer in Zn. On the other hand, the class Garfagnana 
presents greater amounts of all the other elements. 
 
 

 
Figure 1 – Biplot. Legend: Class Garfagnana (Blue Circles); Class Spoleto: Red diamonds; Class Gran Sasso: Green 

Squares. Empty Symbols: Training samples; Filled Symbols: Test samples. 
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In the last few years multivariate analysis has been started to penetrate biomedical sciences and 
just recently artifitial intelligence methods are being use to improve clinical diagnosis and disease 
prediction.  In  medical  applications,  clinical  history  records  and  blood  tests  such  as  biochemical 
profiles are routinely used as tools for decision making, however, most of the time only one or few 
analytes are used as predictors and no multivariate analysis is performed. In this scenario, the type 
of variables used are  not too different  from  the data used in chemical, environmental  or 
pharmaceutical  sciences,  except  for  the  fact  that  the  matrix  is  now  the  human  body.  Analytical 
chemists  have  been  successfully  using  chemometrics  for  several  decades  to  extract  relevant 
information from  chemical  data,  to find correlations  or  predict  a  sample  property. Therefore,  the 
robust  chemometrical  platform  used  in  analytical  chemistry  for  the  analysis  of  this  type  of  data 
could also be exploited in biomedical sciences. 
 
The  aim  of  this  study  was  to  predict  different  adverse  pregnancy  conditions  (i.e.  gestational 
diabetes mellitus [GDM], preterm birth [PB] and macrosomia) using obtetric and perinatal 
parameters  commonly  analyzed  in  pregnancy  medical  controls.  Medical  records  of  71  pregnant 
women recruited from Concepcion (Chile), between 2015 to 2018 were analyzed retrospectively. 
Data  include  22  obstetric  and  perinatal  parameters  from  all  the  pregnancy,  8  of  them  from  first 
trimester  of  gestation:  maternal  age  (years),  height  (meters),  weight  (kg),  BMI  (kg/m2),  basal 
glycaemia (mg/dL), hormone levels of: TSH (mIU/L), FT4 (ng/dL), TT4 (ug/mL) and TT3 
(ng/mL).Principal Component Analysis (PCA) was used to explore unknown patterns among the 
data and Soft Independent Modelling of Class Analogy (SIMCA) was used for binary or multiclass 
assignment of the data. Finally, models were evaluated by their sensitivity (Se), specificity (Sp) and 
error rate (ER). 
PCA  analysis  allowed  to  see  differences  and  spontaneus  separation  tendencies  for  PB  and 
macrosomia,  however,  for  GDM  samples  two  compact  and  completely  separated  clusters  were 
formed vs healthy controls. SIMCA models allowed to predict PB and  macrosomia with Se, Sp, 
and ER values of 1.0, 0.81 and 0.15 respectively for PB; and 0.88, 0.94 and 0.07, respectively for 
macrosomia. In both cases, although the evaluation of the models was favorable, class distance 
was  low  and  most  of  the  samples  were  located  in  the  superposition  zone.  In  contrast,  SIMCA 
models for GDM showed compact and separated hyperboxes, allowing succesful prediction for this 
pathology. 
The results showed that using obstetric and perinatal parameters from first trimester of gestation it 
is possible to generate a predictive model using chemometrics.The models generated used clinical 
information  routinley collected during the first trimester of pregnancy  without requiring additional 
clinical tests, image interpretation or trained staff. Although a bigger data set  is required to do a 
properly validation, it seems multivariate analysis is a better alternative for prediction of negative 
outcomes in pregnancy. 
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High-quality Brazilian Canephora coffees have become highly appreciated in Brazil and around the 
world, especially after two regions have received geographical indication (GI) [1]. As an innovative 
technology  for  the  quality  control  of  specialty  foods,  portable  micro  Near-Infrared  (microNIR) 
spectroscopy  has  emerged  to  be  cost-effective  and  extremely  powerful  to  perform  scientific 
measurements that would normally require advanced laboratory instruments [2]. In this study, mobile 
NIR spectroscopy was applied to identify and discriminate each Canephora producing origin in Brazil 
(Rondônia, Espírito Santo and Bahia), its botanical variety (Robusta or Conilon), to distinguish low-
quality  Canephora  from  specialty  Canephora,  and  specialty  Canephora  from  specialty  Arabica. 
Principal Component Analysis (PCA) differentiated the samples according to coffee species  and 
quality. Such changes were attributed to compounds (trigonelline, sugar, caffeine, etc.) that differ in 
Arabica and Canephora species and vary according to their quality. A 5-multi-class Partial Least 
Squares  with  Discriminant  Analysis  (PLS-DA)  discriminated  two  Conilon  classes,  two  Robusta 
classes, and one Arabica class. Binary PLS-DA discriminated GI Canephora coffees showing 100% 
sensitivity and specificity. Data-Driven Soft Independent Modeling of Class Analogy (DD-SIMCA) 
authenticated GI Canephora coffees with 100% sensitivity and specificity. These classification and 
authentication results were comparable and even superior to those of previous studies with coffee 
analysis [3–5]. While multi-class PLS-DA provides discrimination between origins, species, quality, 
and GI versus non-GI Canephora, DD-SIMCA provides GI versus non-GI Canephora authentication. 
The assignment of absorption bands related to chemical components of coffee supported the NIR 
analysis. A portable NIR can be a promising analytical technique when coupled to chemometric for 
quality control, certifying, and authenticating Canephora produced under GI specifications. 
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CAC2022 will be an environmentally friendly event 
promoting social solidarity: thanks to the Food for Good 
project endorsement, we will collect the surplus food at 
the end of the Conference meals and deliver it to 
charitable organizations such as family homes, soup 
kitchens and refugee centers, in accordance with 
applicable hygiene regulations and in compliance with 
Italy’s Good Samaritan law (Law 155/2003) 
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